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Abstract 

This paper presents a new algorithm to detect and track fingertips 
position between frames using randomized circle detection. In order 
to reduce the processing time, a bounding box is created around the 
fingertips before the algorithm is applied. The randomized circle 
detection algorithm is employed based on the fact that for a circle, 
the gradient vector of the edge pixels will always point to the center 
of the circle. Therefore, if the gradient vector (which is coincident 
with the gradient line) for all the edge pixels around the circle are 
drawn, they will intersect at the center of the circle. Hence, the 
center of the circle can be determined by choosing the point that has 
the most number of gradient line intersections. The idea can be 
modified to be applied to semi-circle shape like fingers. 
Experimental results show good overall performance of individual 
fingertips tracking with average speed of less than 1s for each frame. 

Keywords: Fingertips Detection, Gradient Vector, Intersection Point, Edge    
Detection.  

1      Introduction 

Fingertip tracking is an active area of research in the vision community. One of 

the important features of hand is the position of the fingertips being tracked. [1] 

Presented a method for multi-point gesture recognition based on machine vision. 

The experimental results showed that the method achieved good performance in 

fingertips tracking and multi-point gesture recognition. The method can achieve 

similar performance of multi-touch iPhone gesture without any expensive multi-

touch device. [2] presented a method for tracking fingers in real time without the 
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need to build the 3D model of the hand. The method extracted the fingers from the 

background through background subtraction. [3] proposed a vision-based 

fingertips tracking system. The system employed an infrared camera and a 

Kalman filter to detect and track the fingers. Using an infrared camera, image 

regions that match to human skin can be easily identified by transforming the 

image to grayscale image with a proper threshold value. The method used a 

normalized correlation template of a circle with the accurate size for fingertips 

detection. Then, the finger tracking system measures the trajectories of multiple 

fingertips by taking connections of  fingertips detected in each image frame using 

Kalman filter. 

In [4], a method that detects fingertips to reconstruct the six degree–of–freedom 

of the camera pose relative to the extended hand is introduced. A hand-pose 

model is created in a one–time calibration stage by calculating the fingertips 

locations in the presence of ground–truth scale information. The proposed method 

can stabilize 3D graphics annotation under different environment and variable 

fingertip size. In [5], a hand tracking method for stereo vision is proposed. The 

method used a real time tracking using two low–cost web cameras to track the 3D 

location and 2D orientation of the thumb and index finger of each hand for 

obtaining results of up to 8 degrees of freedom for each hand. The system 

estimated the movement of the tips locations based on the position of thumb and 

index finger of each hand. A calibrated pair of cameras is positioned to capture the 

image of the hands from above with the palms facing downward. The motivation 

for this hand tracker was a desktop-based two-handed interaction system in which 

the proposed method is able to select and manipulate 3D geometry in real-time 

using natural hand motion.  

Sato et al [6] proposed a method for fingertips tracking under changing lighting 

conditions. This method is designed to have feature state-space estimation with 

uncertain model's algorithm, which attempts to control the influence of uncertain 

environmental conditions. The performance of the fingertips tracking system is 

enhanced by adapting the tracking model to compensate for the uncertainties 

inherent in the data. In [7], a method for fingertips position tracking in real time is 

presented. The system uses an infrared camera to segment between skin and non-

skin pixels. This method tracks multiple fingertips reliably in cluttered 

background under changing lighting conditions. The method creates a fixed-size 

search window that works dependably because of the distance from the camera to 

hand region on the augmented desk interface system. The method computes the 

location of the search window via a morphological erosion operation of an 

extracted hand region. 

In [8], a method for fingertips tracking using palm centers and fingertips for both 

left and right hands is presented. The method employs infrared camera images for 

reliable detection of human hands and uses a template matching technique for 

finding fingertips. Morphological operator is applied to the created shape of the 

palm of a human hand until the region develops into small blob at the center of the 
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palm. In [9], a fingertip tracking technique by combining mean-shift and particle 

filter is presented. Morphological operators are applied to the segmented image to 

remove noise. Image gradients are calculated based on different scales. One of the 

problems of this method is that the error on the fingertip localization increases 

across time. 

In [10], an algorithm for fingertips tracking using a skin detection algorithm is 

proposed. A curve estimated algorithm is used to smooth out the outline of the 

fingers and further analysis is done to identify each finger. The method finds the 

difference in terms of the arc tangent of the x, y and z for each finger to find how 

much each finger rotates and also translate in the x, y and z direction. In [11], 

fingertips tracking using a model namely the Fitts law is presented. The method 

employs a simple technique to locate a correctly oriented fingertip. The camera 

captures images and the desktop processes the image in order to segment the 

moving hand from the background image. 

In [12], a method for fingertips are detected by combining three depth-based 

features and tracked with a particle filter over successive frames is presented. In 

this paper, a new and efficient technique for fingertips tracking based on 

randomized circular detection for each finger by the intersection points of gradient 

lines is proposed. The fingertips location in the first frame is found using reliable 

technique and this will serve as the starting point for tracking the fingertips in the 

remaining frames. To detect the subsequent fingertips location, a modified 

randomized circle detection algorithm is employed. The experimental results 

show acceptable tracking accuracy. 

2      Proposed Method 

The proposed method modifies the randomized circle detection method presented 

in [13]. The randomized circle detection algorithm is chosen based on the fact that 

for a circle, the gradient vector of the edge pixels will always point to the center of 

the circle. Therefore, if the gradient vector (which is coincident with the gradient 

line) for all the edge pixels around the circle are drawn, they will intersect at the 

center of the circle. Hence, the center of the circle can be determined by choosing 

the point that has the most number of gradient lines intersect. The intersection 

plane is considered as an integer plane, otherwise it is very difficult to get similar 

values for the intersection points. Based on this principle, since fingertips shape 

can be assumed to have a semi-circular shape, the algorithm can be employed 

with some modifications that suit the fingertip shape. The processes involved can 

be summarized in Fig. 1. 
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Fig. 1: Processes involved in tracking the fingertips in each frame. 

2.1      ROI Initialization 

In order to track the fingertips, the location of the fingertips in the first frame must 

be known in advance. In order to solve this, hand detection stage and then 

fingertips detection stage were proposed in the previous research work. Once the 

fingertips are detected, this will serve as the starting point to track the location of 

fingertips in the subsequent frames. ROI Initialization or Region of Interest 

Initialization module basically is a process of selecting few areas in the image to 

be focused for processing. This will increase the speed of tracking because instead 

of processing the whole image for the next subsequent frame, only few selected 

areas will be used to apply the randomized circle detection algorithm. In this case, 

it is assumed that there are 5 fingertips points that have been detected from the 

first image frame. Based on the detected fingertips, a boundary box of size 40 × 

40 will be set as the initial ROI in which the center of the bounding box will be 

the location of the detected fingertips in the first frame. The 40 × 40 pixel size is 

chosen based on the assumption that the movement of the fingertips will not be 

that much between consecutive frames. The boundary box initialization for single 

fingertip is illustrated in Fig. 2 (a) and (b). 

  

(a) (b) 

Fig. 2: Boundary box initialization for single fingertip. (a) Previous frame, (b) 
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2.2      Edge Detection 

Once the 5 ROIs have been determined in the current frame (assuming that 5 

fingertips are detected), further processing will be done in the 5 ROIs. In this case, 

the canny edge detector is applied to obtain the edge map of the image edge Fig. 3 

illustrates the detected edge using the Canny edge detector for a single fingertip. 

 

   
(a) (b) (c) 

 
 

Fig. 3: Canny edge detector is applied to the five ROI, (a) Original fingertip, (b) 

Binary fingertips in the ROI, (c) Edge detection of the fingertips 

2.3 Gradient Line Calculations 

Given the edge map, the gradient lines are calculated for the fingertips edges. In 

this process, homogeneous distribution is used to choose edge pixels that will be 

part of the gradient line. Fig. 4 shows the resulting gradient lines drawn for each 

fingertips edge. On average, 40 to 60 gradient lines are found for each fingertip. 

For each region of interest, the boundary edge pixels are traced and the total 

number of edge pixels is recorded. If the number of edge pixels is 80 for example, 

only 40 gradient lines will be drawn. The algorithm will find the edge pixel that 

intersects with the edge of the ROI and start doing the tracing. The gradient line 

will be drawn starting from the edge pixel, p-start until p-stop where p-start is the 

mth edge pixel from the boundary while p-stop is the nth edge pixel after p-start. 

The value of m and n for the mth pixel and nth pixel are determined as follows:  

 

m = 
4

pixelstotaledges
       (1)  

 

n = 
2

pixelstotaledges
       (2) 

 



 

 

 

 

 

 

 

Ahmad Yahya Dawod et al.                                                                                 170 

   

Thumb Index finger Middle finger Ring finger Pinky 

Fig. 4: Gradient Lines for five fingertips edges 

2.4      Intersection Point Calculation 

For each gradient line, the number of intersection points obtained will be tracked. 

If the number is greater than a certain threshold, the intersection points will be 

considered as the center of the curve. The followings describe the technique used 

to determine the intersection point of two lines (or line segments) in 2 dimensions. 

The equations of the lines are 

    3+−= xy             (3) 

    52 += xy             (4) 

       

To find the intersection, we equate Eq. (1) and Eq. (2) as follows: 

           

   

                                                                                  

                                        (5) 

 

Substituting (2) into one of the Eq. (1) to find y    

 

 

                                                                                                                              (6) 

 

                                                                 

The intersection found is illustrated in Fig. 5. 

The point of intersection has an x-value between -1 and 0, y-value between 3 and 

4.  
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The point of intersection is    
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Fig. 5: The intersection point between two lines 

 

2.5      Fingertips Centre Detection 

The new center for fingertips tracking in the current frame will be based on the 

intersection point found from the above mentioned stages. The fingertips points 

are found from the intersection points that have the most occurrences. The 

algorithm for the above mentioned steps is summarized as follows: 

For bounding box ( )5,4,3,2,1=iBi  for the five fingertips: 

1. Obtain the edge map of the image using the Canny edge detector. 

 

2. Obtain the number of curves, K , which consists of connected edge pixels 

with 8-adjacency connectivity (see Fig. 6).  

The 8-neighbours of pixels P  are its vertical, horizontal and 4 diagonal 

neighbours denoted by )(8 PN .  

 

 

Fig. 6: Freeman’s Chain Code       
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3. For connected curve ( ):,....,2,1 KkCk =  

a.  Create setV that consists of all the edge pixels of kC . 

b. Calculate the number of edge pixels in V  denoted as vNUM . 

c.  If minTNUM v > ,  do ( minT is a threshold value) 

 

i. Obtain N edge pixels denoted as ( )Njp j ,...,2,1=  

 

ii. Compute the gradient line of edge pixel jp Which is denoted by 

),...,2,1( NjL j =  

 

iii. Find the intersection points and the point that is passed by the most lines 

is indicated byO . The number of intersections occurred at point O  is 

denoted as numO . 

   In this case minT  is set to 20 based on  [13]. 

3      Experimental Result 

Time taken for each fingertip to be processed using the proposed method is shown 

in Table 1. The results were obtained using Matlab software. The number of 

frames involved is 30 frames. 

Table 1: Results for fingertip speed testing 

Fingers  Average speed (Second )  

1.            Thumb                    0.044 

2.            Index Finger                0.043 

3.            Middle Finger                    0.042 

4.            Ring Finger                    0.039 

5.            Pinky                    0.041 

 

Results show that the time taken to run the algorithm can achieve less than 1s for 

8G RAM, 1.6GHz (4 core). This can further be improved if gradient calculation is 

calculated in selective number of edge pixels rather than all of them. A threshold 

can also be set so that the gradient calculation will stop being calculated once the 

number of occurrences of intersection points has reached the threshold value 

which could not be done due to time constraints shown in Fig. 7 shows some of 

the results obtained. 
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F. N Thumb Index 

finger 

Middle finger Ring 

finger 

Pinky 
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  X = 20, 

Y = 22 

  X = 25, 

 Y = 27 

X = 27,  

Y = 27 

X = 24,  

Y = 21 

X = 22, 

 Y = 25 

 

10 

     

 

     

  X = 22, 

Y = 23 

 X = 24, 

Y = 21 

 X = 24, 

Y = 23 

 X = 27, 

Y = 18 

X = 23, 

Y = 25 

 

20 

     

 

     

  X = 18, 

Y = 22 

 X = 22, 

Y = 20 

 X = 26, 

Y = 27 

 X = 31, 

Y = 22 

 X= 23, 

Y= 22 

Fig.7: The Detected Coordinate of the Intersection Points with the most 

Occurrences 

4      Discussion for Fingertips Tracking  

Experimental results show that after tested the proposed method using the 

randomize circle detection for each finger, fingertips positions are found 

accurately in each image frame. The processing speed of finding the fingertip 

positions is also quite reasonable. Instead of processing all the pixels in the ROI, 

only the edge pixels are considered. Based on experimental that use had done, it is 
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found that the Canny edge detector method works better than any other well-

known edge detector methods. 

The size of the ROI, 40x40, is decided based on the experimental facts that the 

movement of the fingers in the video sequence is moderate but not very fast. In 

the fast movement of the fingers in video sequence a larger size can be considered. 

The detection accuracy and computation performance are two main concerned 

issues. The method is reasonably fast for five fingertips.  

5      Conclusion 

In this paper, a method for tracking fingertips by using modified randomized 

circular detection is proposed. The method starts with identifying region of 

interest from the detected fingertips in the previous frame, applying edge 

detection and calculating the gradient vector line. The fingertips centers are found 

based on the gradient line intersections that mostly occur. Region of interest is 

identified so that the method will focus on specific areas in the frame to be 

processed. The results obtained show good performance on the tracked fingertips 

in terms of accuracy and speed. Future works might include experimental works 

for closed fingers where the ROI is difficult to be extracted. 
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