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Abstract 

 Most existing classification approaches assume the underlying training set is 
evenly distributed. In class imbalanced classification, the training set for one 
class (majority) far surpassed the training set of the other class (minority), in 
which, the minority class is often the more interesting class. In this paper, we 
review the issues that come with learning from imbalanced class data sets and 
various problems in class imbalance classification. A survey on existing 
approaches for handling classification with imbalanced datasets is also 
presented. Finally, we discuss current trends and advancements which 
potentially could shape the future direction in class imbalance learning and 
classification. We also found out that the advancement of machine learning 
techniques would mostly benefit the big data computing in addressing the class 
imbalance problem which is inevitably presented in many real world applications 
especially in medicine and social media. 

     Keywords: Class Imbalance Problem, Imbalanced Data Sets, Imbalanced Classification, 
Big Data. 

1      Introduction 

In many domain applications, learning with class imbalance distribution happens regularly. 

Imbalanced class distribution in datasets occur when one class, often the one that is of more 

interest, that is, the positive or minority class, is insufficiently represented. In simpler term, this 

means the number of examples from positive class (minority) is much smaller than the number 

of examples of the negative class (majority). When rare examples are infrequently present, they 

are most likely predicted as rare occurrences, undiscovered or ignored, or assumed as noise or 

outliers which resulted to more misclassifications of positive class (minority) compared to the 

prevalent class.  
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Ironically, the smaller class (minority) is often of more interest and more importance, therefore 

it called for a strong urgency to be recognized. For example, in a medical diagnosis of a rare 

disease where there is critical need to identify such a rare medical condition among the normal 

populations. Any errors in diagnostic will bring stress and further complications to the patients. 

The physicians could not afford any incorrect diagnosis since this could severely affect the 

patients’ wellbeing and even change the course of available treatments and medications. Thus, 

it is crucial that a classification model should be able to achieve higher identification rate on 

the rare occurrences (minority class) in datasets. 

Studies on class imbalance classification has grown more emphasis only in recent years [1]. 

Reported works in classifications for class imbalance distribution come in many ranges of 

domain applications like fault diagnosis [2][3], anomaly detection [4], medical diagnosis 

[5][6], detection of oil spillage in satellite images [7], face recognition [8], text classification 

[9], protein sequence detection [10] and many others. The significant challenges of the class 

imbalance problem and its repeated incidence in practical applications of pattern recognition 

and data mining have engrossed many researchers that two workshops dedicated to research 

efforts in addressing the class imbalance problems were held at AAAI 2000 [11] and ICML 

2003 [12] respectively.  

This paper is organized as follows; Section 2 discusses the major challenges and limitations 

with class imbalance classification. Section 3 explains in details the main problems with 

imbalanced class datasets that hinder the performance of a classification algorithm, and how 

such problems affect the learning of class boundary for classification tasks. Section 4 takes on 

the overview of existing approaches in the research society in addressing the class imbalance 

learning and classification. A comparison table on various methods and techniques is presented 

for better explanation. Section 5 describes the output measurements widely adopted in 

evaluating the performance of a classification algorithm in classifying datasets with imbalance 

characteristics. Lastly, Section 6 describes the present trends and current development in class 

imbalance studies along with a discussion on how such trends and development might 

propagate the potential direction of research to further improve the learning and classification 

with class imbalance problem. 

2      Learning with class imbalance problem 

One of the main issues in learning with class imbalance distribution is that most standard 

algorithms are accuracy driven. In simpler term, this means that many classification algorithms 

operate by minimizing the overall error that is, trying to maximize the classification accuracy. 

However, in a class imbalance dataset, classification accuracy tells very little about the 

minority class. Choosing accuracy as the performing criterion in class imbalance classification 

may gives inaccurate and misleading information about a classifier performance 

[13][14][15][16][17][18][19]. Consider a case scenario of a dataset with imbalance ratio of 

1:100. The ratio suggests that for each example of minority class (positive), there are 100 

majority (negative) class examples. A classification algorithm which tries to maximize 

accuracy to meet its objective-rule, will produce an accuracy of 99% just by correctly 

classifying all examples from the majority class but misclassify one example of the minority 

class.  

Another concern with imbalanced class learning is that most standard classifiers assumed that 

the domain application datasets are equal in sight [1][20][21][22][23]. In reality, there are many 
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datasets with class imbalance distribution presence, like has been mentioned earlier in the 

previous section. Many classification algorithms do not take into account the underlying 

distribution of the datasets thus generate inaccurate model representation in class-learning task. 

Such unwise attempt will then lead to deterioration in classification performance. Experiment 

from the studies in [22][24] found out that a majority of learning algorithms are designed 

around the notion that training sets are well balanced in distribution, which most of the time is 

not correct. The authors in [22] went to prove that in the case of feed-forward neural networks, 

class imbalance does hinder its performance especially when the class complexity increases. 

In recent years, the size of data has rapidly grown to a larger volume due to advanced computer 

technologies and data mining. It is observed that data like genome study, protein sequence, 

DNA microarray, cloud computing, banking information, all exhibit higher volume than before 

with a growing number of features, sometimes up to thousands in number. Since domain 

applications like medical diagnosis and financial involved highly imbalance occurrences such 

as detecting a certain pattern in DNA microarray or recognizing fraudulent transactions in 

banking data, this motivates further advancement in imbalanced datasets management. Skewed 

distribution datasets with very high number of features called for effective feature selection 

strategies to evaluate the goodness of features since it is widely known that irrelevant, 

redundant and noise presence in feature space will hinder a classification performance 

[25][26][27][28][29][30][31][32]. 

Also, reported works in [17][21][33][34] pointed out that in most domain applications, the error 

cost are not similar, even though many current classifiers make the assumption that error cost 

from different classes are similar. For example, in real world scenario of tumor versus non-

tumor, system OK versus system fault, fraud versus legitimate, all of these situations have 

different costs. If however, the cost matrix and class distribution is well-defined, the right 

threshold can be obtained easily. Unfortunately, the error cost is not easy to define even though 

with the help from field-experts, henceforth the error cost for these situations are uncommonly 

identified. Besides that, it is worth to note that even with well-balanced datasets, the cost is 

usually not known [17]. 

3 Challenges with class imbalance classification 

Class imbalance happens when there are significantly lesser training examples in one class 

compared to other class. The nature of class imbalance distribution could occur in two 

situations; 1) when class imbalance is an intrinsic problem or it happens naturally. A naturally 

imbalanced class distribution happens in the case of credit card fraud or in rare disease 

detection. Another situation is 2) when the data is not naturally imbalanced, instead it is too 

expensive to acquire such data for minority class learning due to cost, confidentiality and 

tremendous effort to find a well-represented data set, like a very rare occurrence of the failure 

of a space-shuttle. Class imbalance involves a number of difficulties in learning, including 

imbalanced class distribution, training sample size, class overlapping and small disjuncts. All 

these factors are explained in details in the following sections. 

3.1      Imbalanced class distribution 

The imbalanced class distribution can be defined by the ratio of the number of instances of 

minority class to that of the majority class [1][17][21][33]. In certain domain problems, the 

imbalance ratio could be as extreme as 1:10000 [34]. The study of [35] investigated the 
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correlation between ratio imbalance in training set with the classification results using decision 

tree classifier, and found out that a relatively balanced distribution between classes in datasets 

generally gives better results. However, as pointed out by [33], the degree of imbalance class 

distribution that will start to hinder the classification performance is still not explicitly known. 

An experiment from the study in [36] discovered that a balance distribution among classes is 

not a guarantee to improve a classifier performance since a 50:50 population ratio does not 

always the best distribution to learn from. This suggests that class imbalance distribution is not 

the only reason that deteriorates a classifier performance, other factors such as training sample 

size and class complexity also give influence [14]. 

3.2      Lack of information caused by small sample size 

In addition to imbalance class distribution, another primary reason why class imbalance 

classification is challenging is because of lack of data due to small sample size in training set. 

Inadequate number of examples will caused difficulties to discover regularities, that is, pattern 

uniformity especially in the minority class.  

  

(a) (b) 

Fig. 1: The impact of small sample size in class imbalance problem; (a) the solid line 

determines the true decision boundary and (b) the dashed line defines the estimated decision 

boundary 

Figure 1 illustrates how lack of data affects the classification performance in class imbalance 

learning, in which Figure 1a explains how the a classifier builds an estimated decision boundary 

(dashed line) from a relatively larger number of examples from positive class (minority) where 

as Figure 1b is the estimated decision boundary constructed by the learning classification 

algorithm resulted from insufficient number of examples from positive class (minority). It is 

demonstrated that when an adequate number of examples is available, the estimated decision 

boundary captures the region agreeably to the true decision boundary as opposed to when 

insufficient examples from positive class do not improve the decision boundary, instead draws 

an unsatisfactory region that does not cover well to the true boundary. 

A reported work found out that as training sample size increases, the error rate of the 

imbalanced class classification reduces[37]. This is also confirmed by [36], which reported the 

similar results using Fuzzy Classifier. This discovery is explainable since a classifier builds 

better representation for classes with more available training sample since more information 
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could be learned from variation of instances provided by larger number of training size. It also 

reveals that a classifier should not be affected much by high imbalance ratio providing that 

there is a large enough number of training data. 

3.3      Class overlapping or class complexity 

One of the leading problems in class imbalance classification is class overlapping occurrences 

in the datasets. Class overlapping or sometimes referred to as class complexity or class 

separability corresponds to the degree of separability between classes within the data [21].  The 

difficulty to separate the minority class from the majority class is the major factor that 

complicates the learning of the smaller class. When overlapping patterns are present in each 

class for some feature space, or sometimes even in all feature space, it is very hard to determine 

discriminative rules to separate the classes. The overlapping feature space caused the features 

to lose their intrinsic property thus making them redundant or irrelevant to help recognize good 

decision boundaries between classes.  

Previous work in [37] discovered that as the level of data complexity increases, the class 

imbalance factor begins to affect the generalization capability of a classifier. The work from 

[38] suggested that there is a  relationship between overlap and imbalance in class imbalance 

classification however the level is not well-defined. Many investigations into class separability 

[39] [40][41][42][43], [44] [45],[16] and [46] bring evidences that class overlapping problem 

bring severe hindrance to a classifier performance compared to imbalanced class distribution. 

Standard classifiers which operate by trying to maximize accuracy in classification often fall 

into the trap of overlapping problem since those classifiers generally classified the overlapping 

region as belong to the majority class while assuming the minority class as noise [32]. 

3.4      Small disjuncts - within class imbalance 

While in learning class imbalance classification, the imbalance ratio between minority class 

and majority class is obvious, sometimes an imbalance present within a single class might be 

overlooked. The within class imbalance or sometimes referred to as small disjunct appears 

when a class is comprised of several sub-clusters of different amount of examples [47][48][49]. 

Figure 2 below illustrates the concept of small disjuncts and overlapping class in class 

imbalance problem. 

The studies of [35] and [50] explored the within class imbalance in minority class and claimed 

that the underrepresented minority class caused by small disjunct could be improved by 

applying a guided upsampling in respect to the minority class. [33] reported that small disjuncts 

problem in class imbalance affects the classification performance because 1) it burdens a 

classifier in the task of concept learning of minority class and that 2) the occurrences of within 

class problem, most of the time is implicit. The within class problem is further signify because 

many current approaches to class imbalance mostly are more interested to solve the between-

class problem and disregard the imbalance distribution within each class. Even though such 

situation provokes for more studies in solving within class problem, this study does not 

addressed the issue. Nevertheless, potential research direction reserved for future works is most 

definitely is of interest. 
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(a) (b) 

Fig. 2: Example of Imbalance Between Classes (a) overlapping between classes (b) small 

disjunct – within class imbalance 

4      Approaches in class imbalance classification 

In general, there are two strategies [9][19][23][51][52][53][54][55] to handle class imbalance 

classification; 1) data-level approach and 2) algorithm-level approach. The methods at data-

level approach adjust the class imbalance ratio with the objective to achieve a balance 

distribution between classes whereas at algorithm-level approach, the conventional 

classification algorithms are fine-tuned to improve the learning task especially relative to the 

smaller class. Table 1 provides a detailed summary on several notable previous works in class 

imbalance classification along with advantages and limitations of each strategy. Please note 

that we do not provide all reported literature due to lack of space. 

4.1      Data level approach for handling class imbalance problem 

Data-level approach or sometimes known as external techniques employs a pre-processing step 

to rebalance the class distribution. This is done by either employing under-sampling or over-

sampling to reduce the imbalance ratio in training data. Under-sampling removes a smaller 

number of examples from majority class in order to minimize the discrepancy between the two 

classes whereas over-sampling duplicates examples from minority class [56]. 

4.1.1      Sampling 

In 2002, a reported work of [56] proposed for an adaptive over-sampling technique named 

SMOTE (Synthetic Minority Over-sampling Technique) which has since gain popularity with 

class imbalance classification. SMOTE adds new examples to minority class by computing a 

probability distribution to model the smaller class thus making the decision boundary larger in 

order to capture adjacent minority class examples. As proposed in [50], a new cluster-based 

over sampling that could simultaneously handle between-class imbalance and within-class 

imbalance, and a study in [57] came out with oversampling through the joining of boosting and 

data generation called DataBoost-IM algorithm. For undersampling scheme, the work of [58] 

proposed for a novel scheme that resample majority class using vector quantization to construct 

representative local models to train SVM.  A cluster-based undersampling is put forward by 
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the research in [59] that use clustering to choose representatives training examples to  gain 

better accuracy prediction for minority class.  

Nevertheless, the elimination of examples (down-sampling) from a class could lead to loss of 

potentially important information about the class, while in examples replication (over-

sampling), the duplication only increase the number of examples but do not provide new 

information about the class, thus, it does not rectify the issue with lack of data [13][19][20][60].  

However as disputed by [21]  that when a limited number of examples from minority class is 

available, the estimated data distribution computed by the probability function might not be 

accurate. The authors in the same publication also highlighted that computational cost is higher 

when more examples are replicated from a class, besides leading to over-fitting [17][61].  

Another study from [62] has demonstrated that sampling has the equivalent output to moving 

the decision threshold or modifying the cost matrix. Although there are many efforts in 

managing class imbalance problems through sampling, a study in [35] argued that there is no 

formal standard to define the most suitable class distribution, and experiments conducted by 

[20] discovered that often, a 50:50 imbalance ratio between minority class and majority class 

in training set does not always return the optimal classification performance. In addition, there 

is a knowledge gap in how does sampling is affected by within-class imbalance problem 

especially with random oversampling [33]. With within-class imbalance distribution (small 

disjuncts), a random oversampling method could replicate examples on certain regions but 

lesser on the others. Again, this brings to the question, which region should be concentrate on 

first?  This issue cannot by systemically answered and further experiments are needed to 

provide satisfied feedback. Nevertheless, despite the disadvantages with sampling, sampling is 

still a well-known approach to handle imbalanced datasets compared to cost-sensitive learning 

algorithms [19]. Parts of its successful reasons are because many learning algorithms does not 

implement error-cost in learning process. Also, it is observed that nowadays many class 

imbalance datasets come in larger volume than before, thus motivating sampling in order to 

reduce the data size for a feasible learning task. 

4.1.2      Feature selection 

Besides sampling methods, another pre-processing step that is gaining popularity in class 

imbalance classification is feature selection. There are a few reported works on feature 

selection methods designed especially to address the problem of imbalanced class distribution. 

A suggestion in [27] proposed for a new class decomposition-based feature selection by 

applying feature selection on smaller pseudo-subclasses constructed from the partitioning of 

the majority class, and a new Hellinger distance-based approach for feature selection to address 

the high dimension class imbalance datasets. A reported study in [63] put forward an approach 

for feature subset selection that considers problem specifics and the property of learning 

algorithm for highly unbalanced class distribution, and discovered that Odds ratio is the most 

successful measurement fro Bayesian learning, nevertheless the proposed method is only 

developed for Naive Bayes classifier. Authors from [64] described a new feature selection 

method to solve the problem with imbalanced text documents by exploiting the combination 

of most useful features from both classes, positive and negative. They then used multinomial 

Naive Bayes as classifiers and compared with traditional feature selection methods such as chi-

square, correlation coefficient and odds-ratios.  

Another attempt at applying feature selection to solve class imbalance problem is from [65] 

who proposed for a ROC based feature selection, instead of classification accuracy to assess 
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classification performances. As discussed in [66] a novel feature subset selection based on 

correlation measure to handle small sample in class imbalance problem. Authors in [67] 

proposed for a new correlation measure named CFS to measure the worth of a feature subset 

based on level of correlation to the class however as disputed in [68] that the underlying 

algorithm, CFS applied heuristic search which has quadratic property will lead to increase time 

complexity. Another work in [69] proposed for a straight-forward approach for feature 

selection in which the method computes the relevancy of a feature based upon the variance of 

the mean value of the minority class. A classifier is assumed as relevant when the mean of the 

minority class is similar to or equivalent to two standard deviations away from the mean of the 

majority class. 

The study of [63] demonstrated that irrelevant features do not significantly improved 

classification performance and suggested that more features slow down induction process. 

Also, feature selection removes irrelevant, redundant or noisy data [70] which reflected in the 

problem of class complexity or overlapping in class imbalance. Feature selection is adopted in 

class imbalance classification mostly to define feature relevance to the target concept [10]. In 

class imbalance classification, feature selection is employed to measure the “goodness” of a 

feature. Feature selection helps to suggest highly-influential features which often provide 

intrinsic information and discriminant property for class separability,  besides improving 

classification performance, decreases computational cost and gives better understanding on 

model representations [28][31][66][70][71][72][73]. However, as pointed out by [27] and [17], 

although feature selection is rather established in many pattern recognition and data mining 

domain applications, feature selection in class imbalance classification is underexplored and 

the lack of systematic approach to feature selection for imbalanced datasets opens to many 

research possibilities. It is also argued by many such as [74], [66] and [75] that sampling might 

not be enough to solve the challenge in class imbalance data. 

In general, there are two approaches to apply feature selection algorithms in classification i.e. 

by adopting either method 1) filter or 2) wrapper. Filter method referred to pre-processing 

algorithms that measure the goodness of the feature subset by looking at the intrinsic features 

from the data. They are practically inexpensive since they do not depend on induction 

algorithm. Wrapper method, in contrast, wraps the feature selection process around the 

induction algorithm. Although they are computationally expensive compared to the former, 

they generally are better at predicting accuracy than filter methods [31][69][76][77]. Wrapper 

methods explore the feature subsets space using a learning algorithm to report on estimated 

classification accuracy so that each feature could be included or eliminated from the feature 

subset. Filter methods, on the other hand, choose a feature set to have a learning algorithm use 

it to learn a target concept in the training set. An advantage of wrapper methods is that the 

estimated classification accuracy is usually the best heuristic evaluation for the feature subsets 

[76]. Furthermore, when learning with class imbalance datasets, the heuristic measurement of 

the feature subsets serves as an open alternative for better fitness evaluation thus making this 

approach a more versatile option than filter methods. Also, it is argued that in real world 

problem, providing that all resources and instruments are formally established, feature subset 

selection is only done once, that is, during the pre-processing stage, thus, the computationally 

expensive cost when the induction algorithm is in operation, does not influence the 

classification task. 
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4.2      Algorithm level approach for handling class imbalance problem 

Generally, the algorithm-level methods could be categorised as dedicated algorithms that 

directly learn the imbalance distribution from the classes in the datasets, recognition-based one 

class learning classifications, cost-sensitive learning and ensemble methods. The following 

subsections will discuss each category in details. 

4.2.1      Improved algorithm 

One of the leading approach in managing the classification of datasets with class imbalance 

problem is when researchers developed a classification algorithm which is modified to fit the 

requirement to learn directly from the imbalanced class distribution. These type of algorithms 

learn about the imbalance distribution of the classes before extracting important information in 

order to develop a model based upon the target objective. There are recent literature on 

improved SVM to handle imbalanced data such as in the work of z-SVM [78] and  GSVM-RU 

[79]. z-SVM uses the parameter z that moves the position of hyperplane which maximize the 

g-mean value while GSVM-RU applies granular computing to represents information as 

aggregates to improve classification efficiency.  

Another attempt is by improving k-NN with Exemplar Generalization selectively enlarge the 

positive instances in the training sample which is referred to as exemplar positive instances to 

expand the decision boundary of the positive class [80]. The selected exemplar positive 

instances are determined by computing a set of positive pivot points and then generalized using 

Gaussian ball. The distance of nearest neighbours for each pivot positive instance are then 

computed as kNN classification to build the  k Examplar-based Nearest Neighbour (kENN) 

classifier. A Class Conditional Nearest Neighbour Distribution (CCNND) algorithm uses 

nearest neighbour distances to represent the variability of class boundary by computing the 

relative distance properties of each class [81]. Through the relative distances, CCNND learns 

to extract the classification boundary that preserves high sensitivity to the positive class 

(minority class) straight from the data.  

In addition, there are also reported works on Fuzzy to address the classification of imbalanced 

datasets. Hierarchical Fuzzy rule uses a linguistic rule generation method to construct initial 

rule base from which the hierarchical rule base (HRB) is extracted from [82]. Then the best 

cooperative rules from HRB are selected using genetic algorithm. Another study proposed 

Fuzzy Classifier which uses relative frequency distribution to generate membership degrees to 

each class before constructing corresponding fuzzy sets [20]. This study presented a new 

alternative approach to conventional Fuzzy since it is purely data driven while the later relies 

on trial and error method in constructing the if-then rules. 

4.2.2      One-class learning 

One-class learning algorithms are also known as recognition based methods, work by 

modelling the classifier on the representation of the minority class. [83] applied neural 

networks and proceed to learn only from the examples of minority class rather than trying to 

recognize the different patterns from examples of majority class and minority class. However, 

as pointed out by [33], an effective boundary threshold is the key point with this approach since 

a strict threshold will separate apart the positive examples (minority class) while a lenient one 

will cover some negative examples (majority class) in the decision boundary. Furthermore, 

most machine learning algorithm like decision trees, Naive Bayes and k-Nearest 
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Neighbourhood do not function with examples only from one class thus making this approach 

less popular and confined only to certain learning algorithms [16][20]. 

4.2.3      Cost sensitive learning 

The different natures of domain applications with class imbalance datasets and 

misclassification cost being regarded as equal by many traditional learning algorithm motivate 

the studies in cost-sensitive learning. Cost-sensitive learning approaches are designed with the 

idea that an expensive cost is imposed on a classifier when a misclassification happens for 

example a classifier assigns larger cost to false negatives compared to false positives thus 

emphasizing any correct classification or misclassification regarding the positive class. Several 

studies on cost sensitive learning for imbalance class distribution includes the work from [84] 

which proposed for optimized cost sensitive SVM, [85] discussed a PSO-based cost sensitive 

neural network, and [86] whose work applied SVM for asymmetrical misclassification costs as 

have been listed in Table 1.  

However it is argued that in most applications the real cost is not known [13][87][88], even 

with balance distribution datasets [89]. [21] and [33] both pointed out that most of the time the 

cost matrix is usually unavailable since there are large number of factors to consider on. Also, 

the work in [32] found out that cost sensitive learning may cause over-fitting problem during 

training. A recent study from [90] revealed that cost-sensitive learning gives equal performance 

with oversampling methods and there is no difference between both strategies. Moreover, the 

authors of [33] pointed out that when ‘real’ cost value cannot be obtained, an artificial value 

cost value is generated or searched for and the exploration for the effective cost will lead to 

overhead in cost-learning task.  

4.2.4      Ensemble method 

Ensemble learning is another option for class imbalance problem. These methods trained 

several classifiers on training data and their evaluations are aggregated to produce the final 

classification decision. In general ensemble methods can be described as boosting or boosting. 

Bagging stands for Bootstrap Aggregation is the approach to reduce the prediction variance by 

generating more examples for training set from original data. A classifier is induced for each 

of these training set examples by a chosen machine learning algorithm, therefore, there will be 

k number of classifiers for each k variations of the training set. The result is produced by 

combining the output all the classifiers. Boosting methods carry out experiments on training 

sets using several models to induce classifiers to produce output. Higher weights are assigned 

to each classifier for wrongly classified examples. The outputs are then updated using weighted 

average approach. The final decision is obtained by combining all classifiers [91][92].  

AdaBoost [93], Bagging [94] and RandomForest [95] are among the popular ensemble learning 

methods. Many reported works like SMOTEBoost [96], RUSBoost [97], DataBoost-IM [57] 

and cost-sensitive boosting [98] employed boosting to handle class imbalance problem. 

SMOTEBoost and DataBoost-IM integrated data generation and boosting procedures to 

improve classification performance. SMOTEBoost adjusts the class distribution  by replicating 

examples of minority class using SMOTE technique [56]. DataBoost-IM identified hard 

examples from both minority and majority classes in order to construct synthetic data points in 

training set to achieve a balance in class distribution and total weights for every class. A cost-

sensitive boosting method is developed by [98], where AdaBoost algorithm is incorporated into 

misclassification cost. Such integration allows weight-update for misclassified samples from 
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minority class where a study in [99] proposed for a new linear programming boosting to handle 

uneven distribution in datasets by associating weight to examples in order to adjust the 

distribution of sample data. Several learning algorithms are developed by on many strategies 

of sampling. SMOTEBagging is proposed by [100] by duplicating examples in subset 

construction. In the contrary, underbagging by [101] added new subset in training set by 

randomly undersampling the majority class. 

The study from [13] has extensively investigated the ensemble learning techniques in relative 

to binary-class problem. An empirical comparison has been conducted and analysed various 

ensemble algorithms from many strategies 1) classic ensembles such as AdaBoost, 

AdaBoost.M1, Bagging; 2) cost-sensitive boosting like AdaC2; 3) boosting-based ensembles 

such as RUSBoost, SMOTEBoost, MSMOTEBoost; 4) bagging-based ensembles like 

UnderBagging, OverBagging, SMOTEBagging; 5) hybrid ensemble such as EasyEnsemble, 

BalanceCascade on 44 UCI Machine Learning datasets. AUC results revealed that RUSBoost, 

SMOTEBagging and UnderBagging return better classification compared to other ensemble 

algorithms particularly RUSBoost, being the least computational complex among other 

methods. 

Even though ensemble methods are more versatile compared to cost-sensitive learning and 

other algorithm level approaches caused of its independency of base classifier, nevertheless, 

when building ensembles, innovating diverse classifiers while preserving their regularity with 

the training data is the crucial factor to ensure accuracy. While diversity in ensemble methods 

has an extensive theoretical principle in regression problems, when it comes to classification, 

the concept of diversity is still largely undefined [102], [103], [100] and [104]. The review 

from [105] also pointed out that understanding the classifier error diversity is not an effortless 

task and its grounded framework is formally incomplete, and the complexity issue grow higher 

with the use of more classifiers [13].  

4.2.5      Hybrid approach 

Besides the one-class learning, cost-sensitive methods and ensemble approaches, a new breed 

of classification algorithms have been devised for handling class imbalance datasets in recent 

years. Most of them employ more than one machine learning algorithms to improve the 

classification quality, often through the hybridization with other learning algorithms to achieve 

better results.  The hybridization is designed with the idea to alleviate the problem in sampling, 

feature subset selection, cost matrix optimization and fine-tuning the classical learning 

algorithms. 

In cost-sensitive learning, there are several published works like [106] who demonstrated the 

work of combining cost-sensitive learning and sampling using SMOTE algorithm [56] to 

improve the performance of SVM. There is also a reported work from [85] that put forward a 

PSO-based cost sensitive neural network for imbalanced class datasets. A recent work from 

[86] proposed for a SVM with Asymmetrical Misclassifications Cost whereas like [107] which 

use neural network to train on cost-sensitive classification.  

Besides optimization of cost matrix, multiple studies dedicated to improving sampling and 

feature subset selection are also reported. A work of [108] used PSO to optimize feature 

selection for SVM and ANN in classifying the highly unbalanced data of power transformers 

fault diagnosis. Another work from [84] investigated the optimization of cost-sensitive SVM 

with PSO training using imbalanced evaluation criteria i.e. G-mean and AUC to find optimal 
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feature subset. Authors in [109] proposed for a hybrid method incorporating random over-

sampling, decision tree, Particle Swam Optimization (PSO) and feature selection to address 

highly imbalanced datasets on a zoo dataset. Although the previous work use sampling with 

decision tree to improve effectiveness, this leads to complexity issue and an overhead in ensure 

the successfulness in parameter selection. To address these issues, [110] discussed a novel 

decision tree algorithm named Hellinger Distance Decision Trees (HDDT) that apply 

Hellineger distance for splitting criterion. A method called ACOSampling which applied an 

ant colony to optimize undersampling for the classification of highly imbalanced microarray 

data has been proposed by [111].  

There are also reported studies that hybridize classifiers in order to improve classification 

qualities with class imbalance problem. [5] proposed to train NN with back-propagation 

method with mean square error as objective and compared with NN classifier trained with PSO 

in handling class imbalanced medical datasets. A study that address class overlap and 

imbalance using hybrid approaches by applying cost function to address class imbalance and 

Gabriel graphs editing to lessen the effect of class overlapping proble, both strategies are 

trained on back-propagation neural network [51]. There are also published work that applied 

k-NN for highly imbalanced datasets of medical decision [112] and an investigation on the 

effect of between class imbalance and within class imbalance on the performance of k-NN by 

[43]. Also, [113] proposed for a new F-measure based classifier instead of accuracy to address 

class overlapping and imbalance problem. 

While most hybrid methods in class imbalance classifications focus more on neural networks, 

SVM and decision tree, only several literatures from fuzzy rule are dedicated to highly 

imbalanced distribution datasets. Fuzzy linguistic [114] investigated the behaviour of linguistic 

fuzzy rule based classification systems for imbalanced datasets while [115]  proposed for a 

novel neuro-fuzzy network algorithm to produce multiple decision rules for real world banking 

data. Another work from [116] applied fuzzy classifier e-algorithm for fault detection in power 

distribution imbalanced data, and [6] used GA to help with fuzzy rule extraction to detect 

Down’s syndrome in fetus. 

Table 1: Previous Works on Class Imbalance Classification 

Solutions Strength Weakness 

Data-level Approach   

Sampling 

[117] MLSMOTE 

[63] Diversified sensitivity-based 

undersampling 

[111] ACOsampling with Ant Colony 

[56] SMOTE 

[60] Evolutionary undersampling 

 

Straight forward 

approach and widely used 

in many domain 

applications 

Risk of over fitting 

Cost-sensitive Boosting 

[27] Cost sensitive linguistic fuzzy rule 

Straight-forward 

technique especially if the 

cost error is known 

Additional learning cost 

due to exploration for 

effective cost matrix 



 

 

 

 

Aida Ali et al.                                                                                                                         188 

[98] Cost sensitive Boosting especially when real cost 

are not known 

Feature Selection 

[70] Minority class feature selection 

[118] Density-based feature selection  

[65] FAST; roc-based feature selection 

[66] CFS; correlation feature selection 

Helpful in alleviating 

class overlapping 

problem 

Extra computational cost 

due to included pre-

processing task 

Algorithm-level Approach   

Improved  Algorithm 

[119] Argument-based rule learning 

[64] Dissimilarity-based learning 

[20] Fuzzy Classifier 

[78] z-SVM 

[82]Hierarchical Fuzzy rule 

[81] Class conditional nearest neighbour 

distribution 

[80] k-NN with Examplar Generalization 

[120] Weighted nearest-neighbour 

classifier 

Effective methods due to 

modified algorithms to 

learn exclusively from 

imbalance class 

distribution 

Might need pre-

processing tasks to 

balance out skewed class 

distribution 

One-class Learning 

[83] One class learning 

[81] Class Conditional Nearest Neighbor 

Distribution (CCNND) 

 

Simple methods Not efficient when 

applied with 

classification algorithms 

that must learn from 

prevalent class 

Cost-sensitive Learning 

[121] Near Bayesian SVM 

[84] Cost sensitive learning with SVM 

[85] Cost sensitive NN with PSO  

[86] SVM for Adaptively Asymmetrical 

Misclassification Cost 

 

Simple, fast processing 

method 

Ineffective if real cost 

are not available 

 

Extra cost introduced if 

cost exploration is 

needed when error cost is 

not known 

Ensemble Method 

[122] SMOTE and feature selection 

ensemble 

[123] Ensemble GA 

[124] Ensemble for financial problem 

[125] Boosting with SVM ensemble 

 

Versatile approaches 

 

 

 

Complexity grows with 

the use of more 

classifiers 

 

Diversity concept is 

difficult to achieve 
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[97] RUSBoost 

[96] SMOTEBoost 

 

Hybrid Approach 

[66] FTM-SVM 

[113] F-measure based learning 

[114] Linguistic fuzzy rule 

[116] Fuzzy classifier e-algo 

[6] Fuzzy rule extraction with GA 

[115] Neuro fuzzy 

[51] Neural net medical data 

[126] Neural networks with SMOTE 

[112] Case-based classifier kNN for 

medical data 

[5] NN trained with BP and PSO for 

medical data 

[127] Dependency tree kernels 

[128] Exploiting cost sensitive in tree 

[71]  

[10] Undersampling and GA for SVM 

 

 

Gaining popularity in 

class imbalance 

classification 

 

Symbiosis learning 

through combination with 

other learning algorithms 

 

Needs careful design 

evaluation to 

compliment the 

differences between 

applied methods 

The Fuzzy Classifier (FC) proposed by [45] is a classification algorithm that learns directly 

from the data and its underlying distribution. The FC is a data-driven algorithm whiles other 

fuzzy classifiers methods, most of the time, depend very much on trial and error approach to 

construct fuzzy sets. Even though, the later approaches benefit from the use of linguistic terms 

in the if-then rules, they have their own restrictions since the estimation of membership 

functions, most of the times, are very difficult to determine, unless the fuzzy rules are already 

known and established. The conventional Fuzzy has the advantage of using ambiguous 

linguistic term in the rules, however, has difficulties in membership function estimation unless 

the rules are already known and established. Besides that, the many ways of interpreting fuzzy 

rules and the defuzzification of output prove to be very challenging to solve especially when 

there is insufficient expert knowledge to define them [129][130]. 

Many earlier literatures reported on class imbalance classifications using decision tree, neural 

networks and SVM. For a decision tree, pruning seems to have severe effect on its performance 

since there is a high chance that an entire small class could be lost. Furthermore, when the 

smaller class is given high penalty such as system fault for a space shuttle, the very rare 

occurrence of such incident could result the class being mapped as a leaf in the tree structure, 

thus not much rules could be learned from [20][33]. Methods like C4.5, although a straight-

forward and easy approach to adopt, tends to lead to overfitting problem. Moreover, over-

sampling using this method will end with less pruning which results in generalization issue 
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[125]. Besides that, most decision trees techniques like C4.5 and CART will produce complex 

representation because of replication problem. 

Other classifiers like Naive Bayes classifier and some Neural Networks, provide a membership 

degree to how much an example belong to a class. This ranking approach is effective to 

classification reasoning, since Naive Bayes has strong assumption of child nodes 

independence, however [1] argued that this approach is not effective when the features 

examined have complex, non linear relationships between each other. Neural Network is a 

sophisticated machine learning in determining classification boundary, nevertheless the 

performance of ANN is largely dependent on the complexity of its architecture; the selection 

of ANN structure and parameters are usually subjective, lack of theoretical recommendations 

for training data set size, overtraining which later leads to memorization instead of data 

generalization, and the need of fine tuning a large number of parameters and their initialization 

e.g. starting weights, amount of cases, and the quantity of training cycles [131]). ANN also is 

notoriously known in treating smaller class as noise or outliers thus needing much of a pre-

processing strategy to rebalance the class distribution [20].   

k-NN is still one of the successful machine learning method in classification, nevertheless 

large-scaled data with complex, non-liner relationships available today poses a new problem. 

Another popular method to classification is SVM, however despite that, SVM is not without 

fault. Researchers like [132] and [133] pointed out that the major problem with SVM is the 

selection of the kernel function parameters, and its high algorithmic complexity and its need 

on expensive memory for the quadratic programming in large-scaled computation process.  

It is also discovered that although not many researchers tend to explore on developing new 

algorithms which learn to adapt into imbalanced class distribution, this approach, most of the 

times, has the least expensive computing cost. This is due to no strong need of pre-processing 

requirement such as sampling methods in order to adjust the imbalance between class, and also 

modification on the algorithm itself to learn from the selected training sample in a specific 

manner as well as discarding irrelevant information in order to build better class representation.  

5      Performance measures 

Since the normal metric of overall accuracy in describing a classifier performance is no longer 

sufficient [20][37][134], the confusion matrix and its derivations will be used to summarise the 

performance results. For a binary-class problem, the confusion matrix comprises of four results 

from classification outputs that reports the number of true positives (TP), true negatives (TN), 

false positives (FP) and false negatives (FN) like as has been illustrated in Figure 3 below. In 

the experiment, ‘positive’ refers to the minority class while ‘negative’ denotes the majority 

class. These four values provide to more detailed analysis and objective assessment which are 

then use to measure the performance of all classifiers in classifying the six data sets described 

previously. 

  Predicted (Classified as) 

  Positive Negative 

Actual (Really is) 
Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

Fig. 3: Confusion Matrix for A Binary Class Problem 
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For a two class classifier, a confusion matrix consists of information about actual and predicted 

classification return by a classifier. Often, a classifier performance is evaluated based on the 

information obtained from the confusion matrix. The entries in the confusion matrix are 

denoted as; 

• True Positive (TP) refers to the number of positive examples which are correctly 

predicted as positives by a classifier 

• True Negative (TN) denotes as the number of negative examples correctly 

classified as negatives by a classifier 

• False Positive (FP), often referred to as false alarm; defines as the number of 

negative examples incorrectly classified as positives by a classifier 

• False Negative (FN), sometimes known as miss; is determined as the number of 

positive examples incorrectly assigned as negatives by a classifier 

However, by analysing the four entries in the confusion matrix is not enough in determining 

the performance of a classifier. Therefore, several derivatives based from the previously 

discussed confusion matrix are used in evaluating a classifier in this study. These performance 

metrics from the confusion matrix are: 

• Sensitivity or true positive rate / recall is denoted as; 

      (1) 

 

Sensitivity refers to the ability of a classifier in correctly identifying positive 

class as such. It ranges from 0 to 1 with 1 being the perfect score. 

 

• Specificity or true negative rate is determined as; 

      (2) 

Specificity denotes the ability a classifier in correctly identifying negative class 

as such. The perfect score is 1 and 0 is the worst measure. 

 

• Accuracy is denoted as; 

    (3) 

Accuracy is a proportion of true results (both true positives and true negatives) 

in the population. 

 

• G-mean (geometric mean) 

    (4) 

 

G-mean or geometric mean introduced by [135] is for indicating the ability of a 

classifier in balancing the classification between positive class accuracy and 

negative class accuracy. By taking the G-mean of both sensitivity and 

specificity together, a low score for G-mean denotes a classifier that is highly 

biased towards one single class, and vice-versa. 
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• F-measure 

   (5) 

 

where 

 

      (6) 

 

Precision is a measure of exactness, which is the proportion of observations 

from positive class correctly classified as positive. That is, the number of correct 

classification for positive class. It tells how well a classifier removes negative 

class from being misclassified as positive class. 

 

      (7) 

 

Recall is a measure of completeness. It refers to the proportion of observations 

from positive class that should be returned, in other words it describes how well 

a classifier learns the positive class. 

and β is a coefficient that balances the relative importance between precision and recall. β is 

set to 1 following the common practice in which the F1 is often used for classification [136]. 

The F-measure with β equivalent to 1, means the recall and precision are evenly weighted. In 

simpler term, since Precision tells what percent of positive predictions were correct and Recall 

defines what percent of positive cases did a classifier catch, the F-measure shows the trade-off 

between the precision and recall regarding the positive class. It ranges between 0 and 1 with 

the score 1 is the best value. Since F-measure tells the trade-off between precision and recall, 

it indicates whether a classifier obtains high recall by sacrificing precision or vice versa by 

giving the classifier a low score. 

In addition, for better visualization purpose, many researchers adopt another performance 

measure i.e. the Receiving Operating Characteristic (ROC) curve. The idea is to estimate the 

performance of a binary classifier by varying the discrimination threshold. The graphical plot 

of a ROC curve is make up by plotting the false positive rate (FP) on the x-axis and true positive 

rate (TP) on the y-axis. Every threshold value then construct a pair of measurements of FP 

versus TP. The perfect score is when a model achieved 1 true positive rate and 0 false positive 

rate. Hence, a good classification model should yield points near the upper left coordinate as 

shown in Figure 4. A ROC curve tells the trade-off between true positives and false positives. 

Each point in the ROC space represents a prediction result from a confusion matrix. A ROC 

curve can also be depicted as sensitivity versus (1-specificity) plot since true positive rate is 

equivalent to sensitivity and false positive rate can be written as 1-specificity. Additionally, the 

area under the ROC curve (AUC) shows the performance of the classifier model. The AUC 

score reduces the ROC curve to a single measure performance metric. It is also similar to the 

probability that a classifier model will rank a randomly selected positive sample higher than a 

randomly selected negative sample.  
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Fig. 4: An example of a receiver operating characteristic (ROC) plot 

6      Current trends and future direction in class imbalance 
learning and classification 

In the research society, it is observed that there are more reported works in binary class 

imbalance problem but only a handful of studies are conducted to find solution with multiple 

class imbalance problem. This most likely happen because of two reasons; 1) class imbalanced 

dataset with binary class is more prevalent in most domain applications like in anomaly 

detection and 2) the higher degree of complication when multiple class imbalance problem is 

concerned  [33][137].   

Besides that, more published works evidently has began to use state-of-the-art machine 

learning algorithm like SVM, GA and PSO whereas most earlier studies revolve around 

classifier induced by decision tree methods. It is also noticed that there is an increase of 

researches on hybridization techniques to achieve better classifier algorithms, as well as 

improving sampling and feature selection tasks to further understand class representation. 

Examples of hybrid learning come from many such as improving under sampling with ant 

colony optimization [111], evolutionary computing in feature selection [138],[139] and 

building ensembles [122],[124] to address the issues with the class imbalance classification. 

Many reported works such as from [44], [39], [32], [16], [41], [140] and [38] have discovered 

that class overlapping severely hinders a classifier performance more than class imbalance. To 

solve the issues of class overlapping, many studies have adopted the alternative solution by 

incorporating sampling strategy in the pre-processing task. However, it is pointed out by many 

such as [74], [66] and [75] that sampling might not be enough to solve the challenge of 

overlapping problem in class imbalance data. The studies in 

[44][67][71][73][77][118][141][142][143][144] highlighted that class overlapping problem is 

caused by irrelevant or redundant features, and feature selection is one of the strategies used to 

address this issue. 

The complexity of how the data is distributed in the multidimensional feature space coupled 

with very small number of observations forming the minority class makes it very challenging 
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to distinguish the minority class from the majority class. The task to learn the minority class 

from a very small training size using very high number of features has become a burden to the 

classifier. Worse, not many classifiers are designed to handle large amount of irrelevant 

features. There exist many cases where employing all available features is no guarantee that 

better classification output can be achieved due to redundancy problem, that is, features are 

partially or completely irrelevant to objective learning [68], [26], [25] and [30] . In the case of 

class imbalance data, irrelevant features may sometimes happen because of class overlapping 

problem. This situation occurs when data points fall into overlap region of the majority class 

and minority class. When this occurrence happens in many feature space, the recognition of 

the two classes becomes very difficult. Hence, there is a strong urgency in searching out for 

strong, dominant feature subset from all available features especially in the classification of 

multivariate data set.  

Since not all features are able to give discriminant information that could well-separate a single 

class from an adverse class, the processing involved in taking in all the features is becoming 

an overhead to a classifier especially in its execution time and memory usage. The need for 

minimising computing cost when handling large volume of data with multivariate features 

bring forth the necessity of good feature selection in order to assist classification tasks. The 

advantages of feature selection come in manifolds, as it should help to improve prediction 

performance by preventing overfitting problem, provide quicker process and more cost-

effective model in term of storage requirements and training times, assist in visualization of 

underlying data distribution in feature space for better understanding and resisting the curse of 

dimensionality for classification improvement [31], [29]. These listed advantages justify the 

need for a feature selection strategy to address the issues face in the classification of class 

imbalance data set with high dimensional feature space. 

It is also revealed that there are strong inclinations among researchers whose studies are 

moving towards learning imbalanced classification of higher dimensional datasets especially 

from the medical domain applications. A few reported works show that the direction is leaning 

towards solving real world problem such as genomic datasets [143], learning protein 

sequence[10], breast cancer gene expression microarray study [145] and neuropsychological 

data [54] among others. In addition, the boom of social media in the global era in various 

applications has enabled for sentiment analysis and opinion mining from the crowd [146][147]. 

Many previous works such as sentiment analysis on Twitter media[148], live reactions on 

sports from Twitter [149], sentiment classification from social media [150] and sentiment 

analysis on online shopping review [151] reported class imbalanced problem does exist in such 

domain. In social media, the multiple class label issue in text categorization and image 

annotation for example, complicates the problem. This problem is further accentuates by the 

rapid growth of computer technologies and data mining which allow large volume of data to 

be stored and analyze.  

Large volume of data set remains one of the major challenges in the classification domain. Data 

sets expand rapidly in number and also in attribute / feature wise. Since the computing world 

is moving toward big data realm, class imbalance problem in big data is inevitable. When many 

features are needed in describing a data point, the features will spread into complicated surfaces 

in multidimensional space. Multiple features sometimes have non-linear and complex 

relationship between each other which complicates knowledge extraction and data mining 

process. Several works in imbalanced big data are reported in [27][47][152] where most of 

them focused on developing machine learning algorithms under MapReduce framework. It is 
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foreseen that increasing demand of big data applications from real world will most probably 

call for better advancement in machine learning algorithm for imbalanced big data 

management. 

In the future, the rapid development of big data computing most probably will shape the way 

classification tasks are performed and with anomaly patterns exist in most real world problem, 

class imbalance problem is inevitable. Encouraged by the previous driving factors, it is also 

interesting to note that with machine learning techniques being more accepted across domains, 

the marriage between machine learning and big data will see more frameworks [153] and 

systematic mapping [154] as the potential research direction. There is a strong need to address 

such problem and based upon the current trends and development, we will most likely see new 

issues and innovative contributions open up to a new frontier in the area of class imbalance 

learning and classification.    

7      Conclusion 

This paper presents an overview on class imbalance classification and the inevitable challenges 

that come with it. It describes the main issues that hinder the classifier performance in 

managing highly imbalanced datasets and the many factors that contribute to the class 

imbalance problems. Research gap in previous works are discussed along with justifications to 

this research attempt. Lastly, the observed current trends together with recent advancements in 

class imbalance classification are presented. This paper also suggests several potential 

developments in the domain such as the machine learning for big data computing and the boom 

of sentiment analysis from social media that could fuel the future research direction. 
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