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Abstract 

Artificial Neural Networks (ANNs) using the Back Propagation 
algorithm (BP) mainly depend on weights adjustment in training 
learning. The solutions can be faster by properly adjusting the 
magnitude and sign of the weights. Weight Changes is one of the 
solutions for a common problem faced by the two-term back-
propagation network that suffers from slow convergence and 
trapping in a local minima. Many ways have offered to generate the 
proper weight magnitude and sign of the network. One of the 
solutions by adjusting a correct value of learning rate and 
momentum parameters to improve the performance of ANN by 
implementing an adaptive learning method. This paper implements 
both adaptive and fixed learning methods for two-term BP 
algorithms. Standard datasets of UCI machine learning are used 
with n-fold cross validation to train and test both methods to properly 
adjust and investigate the changes of weight sign accordingly. The 
results showed that the two-term BP using the adaptive learning 
method work better in producing proper weight changes with 
minimum time compared to two-term BP with fixed learning rate. 

Keywords: Weight changes, adaptive learning, Two-Term BP, Mean square 
error, convergence rate, Supervised Learning . 
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1 Introduction 

The major impact towards the learning behavior of the network brings by the 

value assignment of the weight. If the algorithm successfully computes the correct 

value of the weight, it can converge faster to the solution; otherwise, the 

convergence might be slower or it may cause divergence. To prevent this problem 

happening, the step of gradient descent is controlled by a parameter called 

learning rate. This parameter will determine the length of step taken by the 

gradient to move along the error surface. Moreover, to avoid the oscillation 

problem that might happen around the steep valley, the fraction of the last weight 

update is added to the current weight update and the magnitude is adjusted by a 

parameter called momentum. The inclusion of these parameters is aiming to 

produce a correct value of weight update which later will be used to update the 

new weight. The correct value of weight update can be seen in two aspects such as 

sign and magnitude. If both aspects are properly chosen and assigned to the 

weight, the learning process can be optimized and the solution is not hard to 

reach. Due to the usefulness of two-term BP and the adaptive learning method of 

learning the network, this study proposing the weights sign changes with respect 

to gradient descent in two-term BP network with and without adaptive learning 

method. 

Despite the general success of BP in learning, several major deficiencies are still 

needed to be solved. The most notable deficiencies, according to reference (Ng et 

al., 1999) are the existence of temporary local minima due to the saturation 

behavior of activation function. The slow rates of convergence due to the 

existence of local minima and the convergence rate are relatively slow for 

network with more than one hidden layer. These drawbacks are also 

acknowledged by several scholars (Dhar et al., 2010; Hongmei and Gaofeng, 

2009; Yu and Liu, 2002; Zweiri et al., 2003). There are many improvement 

approaches have been proposed to perform of BP. Such as, too early saturation 

avoidance, weight adjusting, normalization, interaction, learning rate changing 

and stimulation function changing (Dai-yuan, 2006; Eom et al., 2003; Magoulas 

et al., 2002; Trentin, 2001; Wang et al., 2007; Yam and Chow, 2000; Yan, 2004; 

Yu and Chen, 1997; Zhang et al., 2008; Zweiri et al., 2003). 

The rest of this paper is organized as follows. Section 2 provides related works, 

followed section 3 the proposed method and section 4 resultand discussion. The 

conclusions are also provided in section 5 and future work in section 6. 

 

2 Related Works 

There are many studies in literature for solving the problem of ANNs training and 

learning with different method. Most of them have been used two-term BP 

algorithm. (Yu and Liu, 2002) Proposed a backpropagation algorithm with 



  

 

 

3 Weight Adjustments of Two Terms Back Propagation Network  

adaptive learning rate and momentum. The modification of conventional back-

propagation algorithm in the proposed algorithm that uses adaptive learning rate 

and momentum where the learning rate and the momentum are adjusted ateach 

iteration to speed up the training time. The modified back-propagation with 

adaptive learning rateand momentum outperforms the conventional back-

propagation with fixed momentum or without momentum in term of learning 

speed. 

 On the other hand, (Duffner and Garcia, 2007) has presented a new learning 

algorithm for feed-forward neural network based on two-term BP method using 

adaptive learning rate. The adaptation is based on the error criteria where error is 

measured in the validation set instead of training set to dynamically adjust the 

global learning rate. The proposed algorithm consists of two phases. In the first 

phase, the learning rate is adjusted after each iteration so as the minimum error is 

quickly attained. While the second phase, the search algorithm is refined by 

repeatedly reverting to previous weight configurations and decreasing the global 

learning rate. The experimental result shows that the proposed method quickly 

converges and outperforms two-term BP in term of generalization when the size 

of the training set is reduced. (Shamsuddin et al., 2001) has improved the 

convergence rates of two-term BP model with some modification in learning 

strategies. The experiment results show that the modified two-term BP improved 

with a convergence rate much better when compared with standard BP. 

Meanwhile, (Iranmanesh and Mahdavi, 2009) proposed a differential adaptive 

learning rate method for BP to speed up the learning rate. The proposed method 

employs the large learning rate at the beginning of training and gradually 

decreases the value of learning rate using the differential adaptive method. The 

comparison made between this method and other methods, such as two-term BP, 

Nguyen-Widrow weight Initialization and Optical BP shows that the proposed 

method outperforms the competing method in term of learning speed. 

In (Hua Li and Xiangji Huang, 2012), the two-term BP is improved that can 

overwhelm the problems of slow learning and easy to tap into minimum by 

adopting an adaptive algorithm. The method divides the whole training process 

into many learning phases. The effects will indicate the direction of the network 

globally. A different range of effect values corresponds to different learning 

models. The next learning phase will adjust the learning model based on the 

evaluation effects according to previous learning phase. 

To minimize the error and increase the convergence speed, (Subavathi and 

Kathirvalavakumar, 2011) proposed a new efficient modified back propagation 

algorithm with adaptive learning rate. The method eliminates initial fixing of 

learning rate through trial and error and replaces by adaptive learning rate. In each 

iteration, adaptive learning rate for output and hidden layer are determined by 

calculating differential linear and nonlinear errors of output layer and hidden layer 
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separately.(Zweiri et al., 2003) proposed a new approach to calculate the change 

of weight for the link joining the th
j  unit to the th

i  unit.   

(Li et al., 2009) presented the improved training algorithm of BP with self-

adaptive learning rate. The functional relationship between the total quadratic 

training error change, the connection weight and bias change is acquired based on 

the Taylor formulation. By combining it with weight and bias change in the batch 

BP algorithm, the equations to calculate self-adaptive learning rate is obtained. 

The learning rate will be adaptively adjusted based on the average quadratic error 

and the error curve gradient. The value of the self-adaptive learning rate depends 

on neural network topology, training samples, average quadratic error and 

gradient but not artificial selection. The result of the experiment shows the 

effectiveness of the proposed training algorithm. Adaptive learning rate algorithm  

to train a single hidden layer neural network was proposed in (Kathirvalavakumar 

and Subavathi, 2012). The adaptive learning rate is derived by differentiating 

linear and nonlinear errors and functional constraints weight decay term at hidden 

layer and a penalty term at the output layer. Through the adaptive learning rate 

calculation involves first order derivative of linear and nonlinear errors and 

second order derivatives of functional constraints, the proposed algorithm 

converges quickly. (Shamsuddin et al., 2013) also has studied the weight changes 

sign with respect to the temporal behaviour of gradient to study the learning 

behaviour of the network and also to measure the performance of the two-term BP 

algorithm.  

(Xiaoyuan et al., 2009) gave the proper condition for the rate of weight and the 

temporal behavior of the gradient. The author wrote that if the derivative has the 

same symbol with the previous one then the sum of the weight is increased that 

makes the weight increment value larger yields the increment of weight rate. 

While (Fukuoka et al., 1998) gave a brief definition of online learning and its 

difference from batch learning proposed. The author defined online learning as 

one of the schemes of updating weight that updates weight after every input-

output case while batch learning accumulates error signal over all the input-output 

cases before updating weight. As stated  by reference (Riedmiller, 1994) , each  

weight  update  tries  to  minimize  the  error.  The author also stated that the 

summed gradient information for the whole pattern set provides reliable 

information regarding the shape of the entire error function. To calculate optimum 

output weights (Idris et al., 2009) trained BP network using learning object 

data,and Output-Weight-Optimizationinvolves solving a set of linear equations 

using the Conjugate Gradient Technique . 

(Norhamreeza Abdul Hamid et al., 2011) proposed a new modified back 

propagation learning algorithm introduced an adaptive gain with adaptive 

momentum together and adaptive learning rate into the weight update process, a  

better  convergence  rate  and  a  good solution was obtained. (Hu et al., 2011) a 

simple method and reliably proposed. The process of samples self-learning, 
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network’s generalization ability can be improved effectively. (Zhang et al., 2012)  

introduced and adaptive learning rate adjustment factor is added; the results 

showed that decreased Convergence of improved BP network. A new strategy of 

dynamic change learning rate in BP neural network was proposed in (Guangjun et 

al., 2008), it changes the learning rate value according to the change of system 

error .  

From the previous works that we highlighted above and their attempts to improve 

the two-term BP network training and learning, there are still open issues on the 

enhancement of BP algorithm in training and learning the network especially in 

terms of weight adjustments. A lot of work needs to improve two-term BP 

network training and learning, anyway, the weight adjustment is very important to 

tuning the network learning in two-term BP algorithm.  

 

3 The Proposed Method 

The adaptive methods will be implemented in two-term BP with mean square 

error (MSE) that will be briefly discussed in the next section. The two-term BP 

algorithm will implement the batch earning method where the weight will be 

updated after the presentation of input and target to the network. Thus, the 

adaptive methods and weight adjustment are implemented after all data are 

presented to the network. The algorithm follows the standard forward and 

backward propagation algorithm.   

3.1  Two-Term  Back-propagation BP Network 

Two-term BP algorithm is the most used neural networks training. It is also the 

most mature of the training algorithm, and has been widely applied in many 

fields. That is for its benefits of simple structure, maneuverability, less 

calculation, strong concurrency, can simulate an arbitrary non-linear input-output 

relationship. 

 

3.2  Mean Square Error 

Mean square error (MSE) is one way to measure the average of the squared error. 

The word “error” here refers to the difference between the estimator (the target 

value)  and  the  true  value  of  the amount  being  estimated  (the  calculated  

value). Moreover, the MSE is a quadratic function, and hence, the minimization of 

error is carried  out  by  employing  the  gradient  descent  to  search  for  the  

appropriate parameter  that  can  bring  smaller  error. As shown in Equation (1), 

the MSE equation is as below:    
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where, 

kt is the target value  for the output node k . 

ko is the network output for the output node k. 

L  is the number of nodes in the output layer . 

3.3  Weight Sign and Adaptive Methods   

Learning rate and momentum coefficient are the most commonly used parameter 

in the two-term BP. The use of constant value of the parameter is not always a 

good idea. In the case of learning rate, setting up smaller value to learning rate 

may decelerate the convergence speed even though it can guarantee the gradient 

to move in the correct direction. On the contrary, setting up larger value to 

learning rate may fasten the convergence speed but is prone to oscillation problem 

that may lead to divergence. Due to the excellent idea and performance  of  the  

algorithm as has been proven in reference (Minai and Williams, 1990), this 

method is proposed to assist the network in producing proper weight sign change 

and achieve the purpose of this paper. As shown in Fig.1. The two-term BP 

training with adaptive learning methods. 

 

 

 

Fig.1:  Flow chart of two-term BP training with adaptive learning methods  
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4 Result and Discussion  

In this section we discuss the datasets that have been used and the analysis in this 

study is validated using K-fold cross validation method. The detailed discussion 

of the experiment is given below  

4.1 Datasets  

To achieve a better result from this study, two-term BP algorithm with and 

without adaptive learning method is applied to small and medium dataset as 

illustrated in Table 1. In this study, we define the small dataset contains 16 

instances and 150 instances while the medium dataset contains 625 instances. The 

small dataset are represented by  balloon and iris, while the medium dataset is 

represented by the balance-scale. All the datasets are obtained from the UCI 

Machine Learning Repository. 

Table 1: Summary of datasets 

 

 Balloon Iris Balance Scale 

Input  4 4 4 

Output  1 3 3 

Instance  16 150 625 

4.2 Cross validation  

It is a common practice in machine learning and data mining to perform N-fold 

cross-validation   to   assess the performance of a classification algorithm 

(McLachlan et al., 2004). 

The cross validation is employed in the experimentation with the intention of 

getting better results. The cross validation consists of swapping the training set 

and the validation set, in the way that each one is used for the opposite purpose. 

This method assures that any tendency found in the results is, in fact, just tender, 

and not causality. Thus, the database is randomly partitioned into two sets of 

equal size that are in turns used as training and validation subsets (Fiszelew et al., 

2007). 

The learning process in two-term BP aims to minimize the errors by optimizing 

the parameters so that it can generate the proper weight to improve the learning. 

At the end of the training, the network with its optimized parameters fits the 

training data. However, when we take an independent sample of validation data, 

we found out that the network does not fit the validation data better than the one 

in the training data. In (Sterlin, 2007) added that when the network too dependent 
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on the training data which causes the network to  learn  irrelevant  detail  which  

leads  to  the  lack  of  generalization  in  learning. 

 
Table 2:10-fold cross validation of  two-term BP with a dynamic parameter value for Balloon  

 

Fold  1 2 3 4 5 6 7 8 9 10 

Accuracy 2 1 1 2 2 1 0 1 1 1 

Num of Iter 62  29  32  60  64  34  35  44  47 100 

Conv. Time 0.4543       0.3676       0.4375       0.4518       0.4861       0.3912       0.3382       0.3605       0.3941       0.4902 

MSE 0.0092       0.0094       0.0095         0.007       0.0096       0.0096       0.0095       0.0096       0.0096       0.0078   

 

Table 3: 10-fold  cross validation of  two-term  BP with fixed parameter value  for Balloon  
 

Fold  1 2 3 4 5 6 7 8 9 10 

Accuracy 1 1 2 1 2 2 0 1 1 1 

Num of Iter 296 1000 314 1000 1000 1000 303 1000 1000 1000 

Conv. Time 1.2811       2.8698       0.9364       2.6071       2.5918       2.7047       0.9125       2.6325  2.57        3.9935 

MSE 0.001       0.0636         0.001       0.0755       0.6999       0.1073         0.001       0.0548       0.0333       0.0332 

 

10-fold cross validation is an example of  n-fold cross validation that  is widely 

used in estimating the generalization of performance of the network in BP. Due to 

its advantages of 10-fold cross validation highlight in (Govindarajan and 

Chandrasekaran, 2007). The authors stated that the 10-fold cross validation is a 

recommended method to estimate the accuracy since it is low bias and variance.   

The accuracy is calculated from the result of testing at all folds. The total number 

of correctly classified data at all folds is divided by total of data pattern. Table 2 

and Table 3 are the results for Balloon dataset with 10 fold cross validation. 

We can see from Tables 2 and 3, that both algorithms are equally accurate. 

However, two-term BP with the dynamic parameter value still outperforms the 

two-term BP with fixed parameter value. It can be seen from the number of 

iterations, MSE and convergence time throughout the folds at Table 2 which is 

less than the one in Table 3. From the result of 10-folds cross validation 

implementation on both algorithms, the estimation of generalization performance 

of both algorithms show that two-term BP with adaptive learning method provides 

a better generalization in data learning compared to the  fixed learning method.    
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4.3 Analysis on the Accuracy and Convergence Speed 

In this section we applied MSE error of two-term BP with adaptive learning and 

fixed learning methods. Fig. 2 illustrates the MSE for adaptive learning  and fixed 

learning methods. The behavior of the convergence speed and accuracy for the 

balloon datasets are given in Fig. 3.   

 

 

Fig.2. MSE Error in adaptive and fixed learning for Balloon Dataset 

 

 

 

 
 

Fig.3. Convergence Time in adaptive and fixed learning for Balloon Dataset 

4.3.1   Iris Dataset  

For Iris dataset, the convergence speed is 0.3591s, with an accuracy of 95.7447% 

for the adaptive learning method. While for the fixed learning method, the 

convergence time is 0.7476s and an accuracy of 97.8723%. Fig.4 and Fig.5 

illustrate the MSE error together with number of iterations for both adaptive 

learning and fixed learning methods on iris datasets. 
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Fig.4: MSE graph of two-term BP with fixed learning method in iris dataset. 

 

 

Fig.5:MSE graph of two-term BP with adaptive learning method in iris dataset. 

4.3.2   Balloon Dataset  

On the other hand, for balloon dataset, the convergence speed is recorded at 

0.5774s with 34 iterations and an accuracy of 80% for the adaptive learning. 

While for the fixed learning method, the number of iterations is 1000 with 

convergence time and accuracy of 1.3423s and 80% (refer to Fig.6 and 7). 
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Fig.6: MSE graph of two-term BP with fixed learning in Ballon dataset. 

 

 

Fig.7:MSE graph of two-term BP with adaptive learning in Ballon dataset. 

4.3.3   Balance Scale Dataset 

For balance scale dataset, the number of iterations is 1000 with convergence time 

of 1.3242s and accuracy of 90.4255%  for the adaptive learning method. For the 

fixed learning method, the number of iterations is 1000 with convergence time of 

1.1905s and accuracy of 86.7021% (refer to Fig.8 and 9). 

 

Fig.8:MSE graph of two-term BP with fixed learning method in balance scale dataset. 
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Fig.9: MSE graph of two-term BP with adaptive learning method in balance scale dataset. 

5 Conclusion and Future Work 

In this paper, we implement two methods of weight adjustment for two-term 

back-propagation. The results illustrate that the two-term BP using an adaptive 

algorithm works better in producing proper changes of weight with shorter time to 

converge compared  to two-term BP using fixed learning method. As future work, 

we aim at using multi objective evolutionary algorithm methods and Pareto 

solutions set to further increase the accuracy of the BP network besides 

optimizing the network structure and weights connection. 
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