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Abstract 

    With the advent of social networks, the users have obtained a golden 
opportunity to express their opinions using text and multimedia. 
However, some users abused these platforms by introducing acts such 
as Cyber-Bullying and Cyber-Harassment. Despite the various 
negative health and social effects, the works proposed toward the 
detection of these acts are still limited, especially in non-English 
languages. In Arabic, few works studied this phenomenon. These 
works had limited datasets. As the number of available training 
datasets are limited, it is still hard to train classifiers to detect these 
acts. Therefore, clustering has posed as an alternative solution to 
tackle this difficulty. In this work, we propose the use of clustering to 
detect Cyber-Bullying and Cyber-Harassment. We adopted various 
clustering algorithms including K-Means and Expectation 
Maximization (EM). Moreover, we used various natural language 
processing (NLP) tools for this objective. The results illustrate that the 
training time of K-Means is significantly smaller than that of EM in 
all the conducted experiments. As for the accuracy, the two clustering 
methods showed different performance based on the variance in the 
used NLP settings. 

Keywords: Machine Learning, Clustering, Social Media, Natural language 
Processing, Arabic Text 

1      Introduction 

The social networks have been increasing rapidly in the last two decades. With this 

increase, their impact on the society has become significant. These platforms are 

playing important roles in many aspects of our lives. They provided the chance to 

users to express their opinions and emotions. Unfortunately, these platforms have 

been abused by certain users by performing cyber-bullying and cyber-harassment. 
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These acts have negative effects in the health and in the social aspects. It has 

become more and more vital to fight against these acts.  

Despite the importance of this topic, the proposed works to detect cyber-bullying 

and cyber-harassment are still limited, especially in non-English languages. In 

Arabic language, few works only studied this issue [1-3], but these works suffered 

from the limited availability of datasets in this domain. However, as having 

sufficient training datasets is important for the classification process, clustering 

could pose as an alternative solution when training datasets are not sufficient.  

In our research, we used unsupervised machine to separate negative posts from 

regular ones. In details, we used K-Means [4] and Expectation Maximization [5] 

for this sake. As evaluation measurements, we used clustering time, Sum of Squared 

Error, and Log Likelihood. We used the same dataset used in our previous work in 

[3]. We studied the performance of these clustering methods in isolating such 

negative posts. Furthermore, we studied the effect of various NLP techniques such 

as the stemming and stopword removal on the performance of the clustering. 

The contributions of this work are as follows: 

 Providing an efficient Arabic cyber-bullying and cyber-harassment method 

on social media when labeled data is not available. 

 Providing a comprehensive study using various NLP techniques and 

multiple social media datasets. 

 Insisting on the importance of Arabic offensive language detection on social 

media. 

The rest of the study is planned as follows: Section two is the Literature Review 

section. Section three provides the used methodology. Section four is the 

experimental results section along with the discussion. Finally, section five is the 

conclusion and the future work section. 

2      Related Work 

[6] proposed the use of SVM to correct wrong Arabic words. The author’s utilized 

1,300,000 tweets and created a bigram-words list for the misspelled words. [7] 

compared stemming and light stemming methods. The results proved that the light 

stemmer had more accuracy. [8] proposed the P-Stemmer, which is a new stemmer 

that can be used in text preprocessing. [9] provided Shami corpus, the first 

Levantine Dialect Corpus (SDC) that contains four Arabic dialects from Palestine, 

Jordan, Lebanon, and Syria. [10] used the Frequency Ratio Accumulation Method 

(FRAM) as a classifier. [11] presented AlKhalil Morpho analyzer version two. Its 

accuracy was around 99% for the words that have been analyzed. [12] compared 

various classifiers for Arabic text categorization. In the results, NB outperformed 

the other classifiers. [13] extracted useful information from big data. SVM classifier 

proved to have the superior performance. [14] combined Naïve Bayes algorithm 

with Support vector machine by stacking to improve text classification. [15] 
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proposed ITDGM, a new multi-label text classification. [16] proposed a document 

denoising solution using a novel Key phrases extraction algorithm. [17] compared 

BTO and TF-IDF with clustering. The results show that BTO is better than TF-IDF 

in the clustering process. [18] used sentiment analysis to detect cyber-bullying on 

Twitter. The result was achieved around 70%. [19] examined the prevalence of 

cyber-bullying among university on the Internet. They showed that text messages 

and media social communication are the main sources of electronic bullying. 

Specifically, comments and forum participation. [20] argued that the cause of the 

cyberbullying is the distress. [1] proposed a predictive modeling detection of 

negative posts in Arab social media. In this context, SVM had the top performance 

using the N-gram feature.  [2] provided a cyberbullying detection method using a 

PHP language script for Twitter data and script in python to extract data from 

Facebook. [3] studied this problem from a classification point of view. They 

collected an Arabic dataset for this sake, and compared the performance of various 

classifiers in detecting offensive language in Arabic social networks. [21] used 

various machine learning techniques to classify Arabic posts based on their political 

orientation. [22-27] surveys the main natural language processing techniques in 

Arabic language; specifically, in social media. 

3     Methodology 

3.1 Introduction 

In this work, we used the same dataset that was used in [3], which is composed of 

6,138 records. The data was gathered from Facebook and Twitter platforms. More 

details about the dataset is provided in subsection 4.1. 

3.2 Preprocessing 

Before performing the clustering operation, we conducted a set of preprocessing 

steps, which include normalization, stopword removal, and stemming.  

3.2.1 Stemming 

Stemmer is used to convert all words to their stem. This step is specifically 

important as it aims at increasing the frequency of terms that appear frequently but 

in various formats such as verbs, nouns, adjectives, and so on. Returning these 

formats to their stem contributes in increasing the importance of these terms. In our 

work, P-Stemmer was used [8]. 

3.3 Clustering Methods 

In this work, we compared two clustering methods; K-Means [4] and Expectation 

Maximization [5]. These methods are used as they are very widely used in the 

literature. As our goal is to detect offensive from non-offensive posts, we set K=2 

for the K-Means. It is worth mentioning that we compared the performance of the 

two clustering methods based on various NLP preprocessing settings as illustrated 

in the experimental section. 
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4      Experimental Results 

4.1 Dataset 

The used dataset contained 6,138 records. The sources of the dataset were Facebook 

and Twitter. In details, we gathered 2,138 Facebook records; 1,000 of which were 

positive and 1,138 were negative. Regarding Twitter, we collected 4,000 records; 

2,100 of which were positive and 1,900 were negative. 

4.2 Evaluation Measurements 

To evaluate the clustering algorithms, we used Training Time, Sum of Squared 

Error (SSE), and Log likelihood measurements. They are defined as follows: 

Clustering Time: It is the time needed by the clustering method to perform the 

clustering operation on the dataset. 

Sum of Squared Error: It is the sum of the squared distances between each point in 

the dataset and its cluster centroid. This measurement is used to indicate the 

accuracy of the clustering. 

Log likelihood measurement: It is another measurement to find the accuracy of the 

clustering by finding the probability of each point belonging to its cluster centroid. 

4.3 System Settings 

In this research, we used WEKA 3.8 toolkit [28]. As for K-means, K=2 was used. 

We used Quad Core i7 with 3.1GHZ CPU speed, 16G Ram memory. 

4.4 Results 

we used two clustering algorithms include; K-Means and EM clustering. We use 

the option "Use Training Set" in WEKA, where the clustering independently trains 

input (datasets) without external human intervention, datasets are grouped into two 

groups, based on the number of clusters determined from each cluster's options. The 

results display the time is taken for the training process and cluster sum of squared 

errors. Fig 1 shows the options of clustering available in WEKA that include; 

Choose Clustering, Number of Clusters, and Cluster-Mode. Our methods were 

standardized with many related previous researches [29-31]  
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Fig 1: Options of Clustering in WEKA 

4.4.1 Apply Clustering Algorithms with all ANLP Tools on all Dataset 

Table 1 shows the results of applying the K-Means clustering with all NLP tools on 

all datasets. The results shown in the mentioned table was measured using Time to 

Take to Build a Model (Training Time) and Cluster Sum of Squared Errors. 

Table 1: Training Time and Cluster Sum of Squared Error of K-means Clustering 

with all NLP Tools 

Clustering Training Time in 

Seconds 

Cluster Sum of Squared 

Error 

K-Means 22.77 s 7796.363 

 

Table 2 shows the results of applying the EM clustering with all NLP tools on all 

datasets. The results shown in the mentioned table was measured using Time to 

Take to Build a Model (Training Time) and Log-likelihood. 

Table 2: Training Time and Log-likelihood of EM Clustering with all NLP Tools 

Clustering Training Time in 

Seconds 

Log-likelihood 

EM 164.15 s 2648.158 

 

4.4.2 Apply Clustering Algorithms without Stemming on all Dataset 

Table 3 shows the results of applying the K-Means without Stemming on all 

datasets. The results shown in the mentioned table was measured using Time to 

Take to Build a Model (Training Time) and Cluster Sum of Squared Errors. 
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Table 3: Training Time and Cluster Sum of Squared Error of K-means Clustering 

without Stemming 

Clustering Training Time in 

Seconds 

Cluster Sum of 

Squared Error 

K-Means 3.87 s 75615.567 

 

Table 4 shows the results of applying the EM clustering without stemming on all 

datasets. The results shown in the mentioned table was measured using Time to 

Take to Build a Model (Training Time) and Log-likelihood. 

 

Table 4: Training Time and Log-likelihood of EM Clustering without Stemming 

Clustering Training Time in 

Seconds 

Log-likelihood 

EM 150.87 s 3004.61931 

 

4.4.3 Apply Clustering Algorithms without Stop-Word Removal on all Dataset 

Table 5 shows the results of applying the K-Means without Stop-word Removal on 

all datasets. The results shown in the mentioned table was measured using Time to 

Take to Build a Model (Training Time) and Cluster Sum of Squared Errors. 

Table 5: Training Time and Cluster Sum of Squared Error of K-means Clustering 

without Stop-Word Removal 

Clustering Training Time in 

Seconds 

Cluster Sum of Squared 

Error 

K-Means 18.73 s 90990.639 

 

Table 6 shows the results of applying the EM clustering without Stop-Word 

Removal on all datasets. The results shown in the mentioned table was measured 

using Time to Take to Build a Model (Training Time) and Log-likelihood. 

Table 6: Training Time and Log-likelihood of EM Clustering without Stop-Word 

Removal 

Clustering Training Time in 

Seconds 

Log-likelihood 

EM 162.71 s 2258.2683 

 

4.4.4 Apply Clustering Algorithms with all ANLP Tools on Facebook Dataset 
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Table 7 shows the results of applying the K-Means with all NLP on Facebook 

datasets. The results shown in the table was measured using Time to Take to Build 

a Model (Training Time) and Cluster Sum of Squared Errors. 

Table 7: Training Time and Cluster Sum of Squared Error of K-means with all 

NLP Tools on Facebook Dataset 

Clustering Training Time in 

Seconds 

Cluster Sum of 

Squared Error 

K-Means 4.64 s 26071.567 

 

Table 8 shows the results of applying the EM clustering with all NLP tools on 

Facebook datasets. The results shown in the mentioned table was measured using 

Time to Take to Build a Model (Training Time) and Log-likelihood. 

Table 8: Training Time and Log-likelihood of EM Clustering with all NLP Tools 

on Facebook Dataset 

Clustering Training Time in 

Seconds 

Log-likelihood 

EM 55.09 s 3227.71917 

 

4.4.5 Apply Clustering with all ANLP Tools on Twitter Dataset 

Table 9 shows the results of applying the K-Means with all NLP on Twitter datasets. 

The results shown in the table was measured using Time to Take to Build a Model 

(Training Time) and Cluster Sum of Squared Errors. 

 

Table 9: Training Time and Cluster Sum of Squared Error of K-means with all 

NLP Tools on Twitter Dataset 

Clustering Training Time in 

Seconds 

Cluster Sum of Squared 

Error 

K-Means 3.55 s 18414.02 

 

Table 10 shows the results of applying the EM clustering with all NLP tools on 

Twitter datasets. The results shown in the mentioned table was measured using 

Time to Take to Build a Model (Training Time) and Log-likelihood. 

Table 10: Training Time and Log-likelihood of EM Clustering with all NLP Tools 

on Twitter Dataset 
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Clustering Training Time in 

Seconds 

Log-likelihood 

EM 51.34 s 3606.4669 

 

Table 11 and Fig 2 show the comparison of the training time of K-Means clustering 

on all datasets between with all NLP tools, without stemming, and without stop-

word removal. 

Table 8: Comparison of Training Time for K-means with different NLP Tools on 

all Dataset 

Clustering Time of 

Training with 

all ANLP 

Time of 

Training 

without 

Stemming 

Time of Training with 

Stop-Word Removal 

K-Means 22.77 s 3.87 s 18.73 s 

 

 

Fig 2: Comparison of Training Time for K-means with different NLP Tools on all 

Dataset 

Table 12 and Fig 3 show the comparison of the training time of K-Means clustering 

with all NLP tools on Twitter datasets and Facebook datasets. 

 

Table 9: Comparison of Training Time for K-means with all NLP Tools on 

Facebook and Twitter Dataset 
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Clustering Time of Training for 

Facebook 

Time of Training for 

Twitter 

K-Means 4.64 s 3.55 s 

 

 

Fig 3: Comparison of Training Time for K-means with all NLP Tools on 

Facebook and Twitter Dataset 

Table 13 and Fig 4 show the comparison of the cluster of sums squared error of K-

Means clustering on all datasets between with all ANLP tools, without stemming, 

and without stop-word removal. 

 

Table 10: Comparison of Squared Error for K-means with different NLP Tools on 

all Dataset 

Clustering Squared 

Error with 

all ANLP 

Squared Error 

without 

Stemming 

Squared Error with 

Stop-Word Removal 

K-Means 7796.363 7561.567 90990.639 
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Fig 4: Comparison of Squared Error for K-means with different NLP Tools on all 

Dataset 

 

Table 14 and Fig 5 show the comparison of the cluster of sums squared error of K-

Means clustering with all NLP tools on Twitter datasets and Facebook datasets. 

 

Table 14: Comparison of Squared Error for K-means with all NLP Tools on 

Facebook and Twitter Dataset 

Clustering Squared error for 

Facebook 

Squared error for Twitter 

K-Means 26071.567 18414.02 
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Fig 5: Comparison of Squared Error for K-means with all NLP Tools on 

Facebook and Twitter Dataset 

Table 15 and Fig 6 show the comparison of the training time of EM clustering on 

all datasets between with all ANLP tools, without stemming, and without stop-word 

removal. 

Table 11: Comparison of Training Time for EM with different NLP Tools on all 

Dataset 

Clustering Time of 

Training 

with all 

ANLP 

Time of 

Training 

without 

Stemming 

Time of Training 

with Stop-Word 

Removal 

EM 164.15 s 150.87 s 162.71 s 

 

 

Fig 6: Comparison of Training Time for EM with different NLP Tools on all 

Dataset 
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Table 16 and Fig 7 show the comparison of the training time of EM clustering with 

all NLP tools on Twitter datasets and Facebook datasets. 

Table 12: Comparison of Training Time for EM with all NLP Tools on Facebook 

and Twitter Dataset 

Clustering Time of Training for 

Facebook 

Time of Training for 

Twitter 

EM 55.09 s 51.34 s 

 

 

Fig 7: Comparison of Training Time for EM with all NLP Tools on Facebook and 

Twitter Dataset 

Table 17 and Fig 8 show the comparison of the log-likelihood of EM clustering on 

all datasets between with all NLP tools, without stemming, and without stop-word 

removal. 

Table 13: Comparison of Log-likelihood for EM with different NLP Tools on all 

Dataset 

Clustering Log-

likelihood 

with all 

ANLP 

Log-likelihood 

without 

Stemming 

Log-likelihood with 

Stop-Word Removal 

EM 2648.158 3004.61931 2258.2683 
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Fig 8: Comparison of Log-likelihood for EM with different NLP Tools on all 

Dataset 

 

Table 18 and Fig 9 show the comparison of the log-likelihood of EM clustering 

with all NLP tools on Twitter datasets and Facebook datasets. 

Table 18: Comparison of Log-likelihood for EM with all NLP Tools on Facebook 

and Twitter Dataset 

Clustering Log-likelihood for 

Facebook 

Log-likelihood for 

Twitter 

EM 3227.71917 3606.4669 

 

 

Fig 9: Comparison of Log-likelihood for EM with all NLP Tools on Facebook and 

Twitter Dataset 
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6      Conclusion  

This work used clustering in the detection of cyber-bullying and cyber-harassment 

due to the difficulty in the use of classification as training datasets are still limited. 

As our concentration is on social networks, we used a dataset collected from 

Facebook and Twitter platforms.  

The experimental work showed that the training time of K-Means is significantly 

smaller than that of EM in all the conducted experiments. As for the accuracy, the 

two clustering methods showed different performance based on the variance in the 

used NLP settings. As for the EM, it had the best log-likelihood accuracy when 

applying NLP without removing Stopwords, while for K-means, its best SSE 

accuracy was when using all NLP without stemming. This is reasonable as different 

accuracy measurements can act differently with different preprocessing settings. 

When separating datasets according to their origin, twitter data showed faster 

performance than Facebook data. This is due to the shorter size of twitter data posts 

in general when compared with Facebook data. As for the accuracy, K-Means 

showed a better accuracy on Twitter data, while EM performance was similar with 

a slight improvement when using Facebook data. 

Future work can be conducted in many directions. First, the use of semi-supervised 

clustering to combine classification and clustering would be an interesting topic. 

Second, using more clustering methods would contribute in making the comparison 

more comprehensive. Finally, the detection of these phenomena in dialect Arabic 

needs more concentration 
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