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Abstract 

    In this article, we give a comprehensive overview of recent 
methods in object detection using deep learning and their uses in 
augmented reality. The objective is to present a complete 
understanding of these algorithms and how augmented reality 
functions and services can be improved by integrating these methods.  
We discuss in detail the different characteristics of each approach 
and their influence on real-time detection performance. 
Experimental analyses are provided to compare the performance of 
each method and make meaningful conclusions for their use in 
augmented reality. Two-stage detectors generally provide better 
detection performance, while single-stage detectors are significantly 
more time efficient and more applicable to real-time object detection. 
Finally, we discuss several future directions to facilitate and 
stimulate future research on object detection in augmented reality.  

     Keywords: object detection, deep learning, convolutional neural network, 
augmented reality. 

1      Introduction 

Object detection is one of the most studied issues in augmented reality [1], it is the 

most important step in the pose calculation to correctly align a virtual object in the 

real world [2]. Object detection is a computer vision technique that identifies and 

locates a certain object in an image of a scene [3]. Deep learning is often used for 

object detection [4], this detection is done in two steps: image classification and 

image localization. Image classification recognizes objects in the image, such as 

cars or people. Image localization provides the specific location of these objects 
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[5]. Convolutional Neural Network (CNN) is a deep learning algorithm and the 

most powerful type of neural network for image classification [6], the network 

takes an input image, detects features and classifies the detected objects into 

certain categories (e.g. car, truck, motor). Due to the rapid evolution of 

technology, the creation of new algorithms and architectures, and the exponential 

increase in the volume of data, the efficiency of deep learning has been improved. 

Thus, the use of deep learning has improved the development of more efficient, 

interactive and intelligent applications [7] [8] [9]. Many tasks can now be solved 

efficiently and with great precision using deep neural networks, sometimes even 

exceeding human performance. Object detection covers a variety of applications, 

including robotic vision [10], security [11], autonomous driving [12], human-

computer interaction [13], content-based image retrieval [14], smart video 

surveillance [15] and augmented reality [16]. The new object detection algorithms 

based on deep learning are markerless methods [17], they are divided into two 

categories, two-stage detectors such as RCNN [18], Fast RCNN [19] and 

FASTER RCNN [20]. On the other hand, we have single-stage detectors, such as 

YOLO [21] et SSD [22]. In the next section, we detail these algorithms, see their 

different functionalities, their advantages and disadvantages. The experimentation 

part presents different tests on single-stage detectors to evaluate their performance 

in real time and then interpret the obtained results. 

2      Two-stage detectors 

Two-stage detectors like R-CNN, Fast R-CNN and Faster R-CNN use a region 

proposal network where the processed image is converted to feature maps to 

generate regions of interest in the first stage, then sends the region proposals into 

region classifiers that predict the category of the proposed region. These models 

reach the best accuracy rates, but are slower. 

2.1      RCNN 

R-CNN is the first object detectors based on deep learning and are an example of 

a two-stage detector. R-CNN uses the selective search to extract only 2000 

regions of the image called by region proposals using the selective search 

algorithm. It then uses a pre-formed AlexNet classification model to extract a 

feature vector 4096 for each region. Finally, it classifies each region using the 

SVM and, based on the results, refines the CNN for detection, Figure 1 shows the 

operation of RCNN. 
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Fig1. RCNN workflow 

 

The various problems encountered with RCNN are as follows: 

 Training on the SVM classifier and bounding box regressor are both 

expensive in disk space and time, as the CNN feature has to be extracted 

from every object proposal in every image, which causes great challenges 

for large-scale detection. 

 Training the network consumes a lot of time, because it is necessary to 

classify 2000 region proposals by image. 

 It cannot be implemented in real time, it takes about 47 seconds for each 

test image due to the region proposal algorithm. 

 Tests are slow because CNN functionality is extracted by object 

proposition in each test image, without shared computation. 

2.2      Fast RCNN 

The Fast RCNN corrects some of the problems in RCNN by improving the speed 

and quality of detection. Instead of applying CNN 2000 times to the proposed 

areas, it only transfers the original image of the pretrained CNN model once. The 

search for the selective algorithm is calculated based on the output map of the 

characteristics of the previous step. The ROI pool level is then used to provide a 

standard and predefined output size. These valid outputs are passed to the fully 

connected level as inputs. Finally, the two output vectors are used to predict the 

observed object using a softmax classifier and adapt the localization of the 

bounding box using a linear regressor: 
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Fig2. Fast RCNN workflow 

 In the figure 2, the content in the red box in the first figure is the sentence 

extracted, the middle part is the conv convolution feature map obtained 

after deep convolution, and the gray part in the figure is the proposal 

region in the red box corresponds to the position in the conv feature map, 

and then this feature is processed by the ROI association layer and then 

fully connected. The ROI feature vector obtained here is finally used, one 

is used for softmax regression after full connectivity for classification, and 

the other is used for box regression after full connectivity 

The various problems encountered with Fast RCNN are as follows: 

 Most of the time taken by Fast R-CNN is during the detection of region 

proposal generation by selective search. 

 

2.3      FASTER RCNN 

Faster RCNN goes further than Fast R-CNN. The search for the electoral process 

is being replaced by the Regional Proposals Network (RPN). The RPN network is 

used to create the region's offerings. This layer specifies the Softmax to get 

positive or negative, and then use bounding box regression, fixes the anchors to 

get accurate sentences. ROI Pool collects the input and offer maps, and extracts 

the function maps after integrating this information and feeds the subsequent full 

connective layer to define the target category. Finally, the classification. Use the 

proposal function maps to calculate the proposal category and then the bounding 

box regression gets the final exact location of the detection block as shown in 

Figure 3. 
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Fig3. Faster RCNN workflow 

The various problems encountered with Faster RCNN are as follows: 

 The object proposal takes time and as there are different systems working 

one after the other, the performance of the systems depends on how the 

previous system worked. 

2.4     Comparaison 

After the appearance of R-CNN, a large number of improved models have been 

proposed, Fast R-CNN optimizes classification and regression tasks by bounding 

boxes, Faster R-CNN uses an additional subnetwork to generate region proposals. 

The following table summarizes the performance of each detector [18] [23] :  

 

 

Table 1: Comparison between RCNN, FAST RCNN and FASTER RCNN 
 RCNN Fast RCNN FASTER RCNN 

Method for 

generating region 

proposals 

Selective Search Selective Search Region Proposal 

Network 

The map on Pascal 

VOC 2007 

66 mAP 66.9 mAP 66.9 mAP 

Detection time 

(seconde) 

50 2 0.2 
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The two-stage detectors shown use regions to identify objects. The network does 

not look at the whole image at once, it focuses on parts of the image sequentially. 

This creates some complications: 

 The algorithm requires many passes in a single image to extract all the 

objects 

 Since different systems operate one after the other, the performance of 

more advanced systems depends on the performance of previous systems. 

 The major disadvantage of two-stage detectors is the calculation time, 

which is still not adapted to real time, which is why the single-stage 

methods have been developed. 

3      Single-stage detectors 

One-step detectors such as YOLO (You Only Look Once) and SSD (Singe Shot 

MultiBox Detector) handle object detection as a simple regression problem by 

taking an input image and learning the class probabilities and selection frame 

coordinates. They achieve lower accuracy rates, but they are much faster than 

two-stage object detectors. 

3.1      Yolo 

YOLO stands for "You Only Watch One Time: Unified Real-Time Object 

Detection.". The main idea is to transform target detection into regression problem 

solving based on a separate end-to-end network. Complete the input of the 

original image to output the position and category of the object. The YOLO 

workflow is divided into different processes, first step divides the original image 

into an SxS grid. If the center of the target hits a specific grid, that grid is 

responsible for target detection. Each grid must predict the bounding box B and 

the probabilities of the class C, each bounding box must predict a confidence 

value. Since the input image is divided into SxS grids, each grid includes 5 

predictors: (x, y, w, h, confidence) and class C. 

 

 
Fig4. Yolo workflow 
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YOLO make a few location errors. In addition, the recall rate of YOLO data is 

relatively low. Thus, in the second version of YOLO [24], they focused primarily 

on improving recall and localization while maintaining the accuracy of 

classification for better performance. 

YOLOv3 [25] predicts a confidence score for each bounding box using logistic 

regression, while YOLO and YOLOv2 use the sum of squared errors for the 

classification terms. Linear regression of the prediction of the offset leads to a 

decrease in the mAP. 

 

3.2      SDD 

SSD (Singe Shot MultiBox Detector) is a single shot detector for multiple 

categories, its faster than the previous state of the art for single shot detectors 

(YOLO) and more accurate, in fact as accurate as slower techniques that perform 

explicit and pooled region propositions (including Faster R-CNN), it does not use 

a delegated region proposal network to speeds up the process. The core of the 

SSD approach consists of predicting category scores and box offsets for a fixed 

set of default bounding boxes using small convolutional filters applied to the 

feature maps. During training, it is necessary to establish the correspondence 

between the truth of the terrain and the default boxes. Note that for each box, 

selecting default boxes that vary according to location, aspect ratio and scale. The 

first step is to match each box to the default box with the best overlap. This is the 

matching approach used by the original MultiBox and ensures that each box has 

exactly one matching default box. Then match the default boxes to any 

fundamental truth with an overlap greater than a threshold (0.5). Adding these 

mappings simplifies the learning problem: it allows the network to predict high 

confidences for several overlapping default boxes rather than asking it to select 

only the one with maximum overlap. 

 

Fig5. SSD workflow 
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3.3      Comparison 

Single-stage detectors use model architectures that directly predict object 

bounding boxes for a single-step image. In other words, there is no intermediate 

task (as with two-stage detectors with region proposals) that must be performed to 

produce a result. This leads to a simpler and faster model architecture. The 

following table summarizes the performance of each detector [26]: 
 

Table 2. Comparison of SSD, Yolo, Yolov2, Yolov3 (Tested on Pascal Voc2012 

Dataset) 

 Yolo Yolo v2 Yolo v3 SSD 

Frame per 

seconde 

45 40 55 46 

mAP(%) 63.4 78.6 76.7 74.3 

4      Experimentation 

To test the performance of the single-stage detectors in real time, we performed 

tests on different scenes to detect and locate one or more objects. We applied 

detection with SSD and Yolov3 on the same scene for each test. The real-time 

object detection application is realized by the OpenCV library using Python as 

programming language. The scene on the left represents the detection with SSD 

and the scene on the right represents the detection with Yolo v3. 
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Fig6. Applying SDD (left) and Yolo (right) in real-time scenes 

 

Different tests show that Yolo v3 provides slightly lower detection performance 

than SSD, but it is better for object location. The results were also evaluated in 

terms of object size and detection accuracy, which showed that large and medium-

sized objects were detected with better accuracy with Yolo v3. The following 

table summarizes the detection performance of these two algorithms in terms of 

the percentage of the detected class. 

 

Table 3. Comparison of SSD, Yolov3 (detected class precision) 

Precision  Yolo v3  SSD  

bike 0.999 0.992 

bus 0.999 0.999 

car 0.999 0.989 

cat 0.999 0.992 

chair 0.911 0.999 

person 0.824 0.994 

table  0.999 0.996 

dog 0.999 0.997 

sofa 0.998 0.924 

tv 0.989 0.993 
 

 

Since each detection is performed in real time, it was interesting to test the 

execution time for each test performed. The following table summarizes the 

performance of the detection of these two algorithms in terms of execution time. 

 

 

 

SSD Yolo v3 
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Table 4. Comparison of SSD, Yolov3 (Execution time) 

Time(seconde)  Yolo v3  SSD  

bike 0.046858 0.015586 

bus 0.045902 0.015609 

car 0.045212 0.015516 

cat 0.051860 0.001024 

chair 0.062484 0.015498 

person 0.046862 0.015619 

table  0.060985 0.015594 

dog 0.046822 0.000997 

sofa 0.045877 0.000975 

tv 0.032944 0.000996 
 

The results show that SSD is twice faster than Yolo v3, we deduce that SSD offers 

a balanced compromise between precision and speed compared to Yolo v3 which 

is more performer on the object location. 

5      Discussion 

YOLO and SSD systems are object detection methods that can quickly recognize 

objects in images by running a convolutional network on the input image, process 

the current image in a single step, and calculate a feature map (feature extraction). 

YOLO v3 is a fast detector, good for real-time processing. Predictions (locations 

and object classes) are made from a single network.  Can be formed end-to-end to 

improve accuracy.  The Single Shot MultiBox Detector (SSD) has achieved good 

results in object detection, compromising a very modest location. Yolo v3 is a 

better recommendation for real-time detection, however, if the accuracy of the 

location is not too important, SSD will be a good choice. A visual reflection of 

speed versus a compromise of accuracy differentiates them well.  

 

6. Conclusion 

Object detection is a crucial step in augmented reality to provide additional 

information about a certain object in a real scene. The rapid evolution of 

technology and the exponential increase in the volume of data have given rise to 

new algorithms and new architectures. The appearance of single-stage detectors 

have greatly facilitated real-time detection, they aim to speed up detection by 

removing the region generation step present in two-stage detectors. They attempt 

to meet the requirements of augmented reality where information flows rapidly. 

Thus, applications and services of this technology can be enhanced using these 

algorithms, such as SSD and YOLO. We examined how the integration of these 

real-time algorithms can improve the quality of experience and quality of service 
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of augmented reality applications. Future work will focus on the use of these 

algorithms in augmented reality to improve the user experience. More 

specifically, this work will focus on object recognition under different conditions, 

the retrieval of relevant information through the exploitation of data and the 

evaluation of this information in the natural environment of the users in real time 

and in an interactive way. 
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