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Abstract 

     The human ear has unique and attractive details; therefore, 
human ear recognition is one of the most important fields in the 
biometric domains. In this work, we proposed an efficient and 
intelligent ear recognition technique based on particle swarm 
optimization, discrete wavelet transform, and fuzzy neural network. 
Discrete wavelet transform is used to provide comprise and effective 
features about the ear image, while the particle swarm optimization 
utilized to select more effective and attractive   features. 
Furthermore, using particle swarm optimization leads to reduce the 
complexity of the classification stage since it reduces the number of 
the features. Fuzzy neural network used in the classification stage in 
order to provide strong distinguishing between the testing and 
training ear images. many experiments performed using two ear 
databases to examine the accuracy of the proposed technique. The 
analysis of the results refers that the presented technique gained 
high recognition accuracy using various data sets with less 
complexity. 

     Keywords: Ear recognition; bio-metric; discrete wavelet transform, 

particle swarm optimization, fuzzy neural network.  

 

1. Introduction 

Biometrics is a crucial specialty that amalgamates both computer and biological 

sciences [1,2]. In recent decades biometrics has become one of the most critical 

research areas and has become a major way of recognition, identification, 

verification, and authentication [3,4]. Because of its uniqueness and distinguishing 

traits, biometrics used to measured and analyzed the physiological, behavioral 

characteristics or a combination of both of these features, such as ear, voice, faces, 
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palm veins, fingerprints, dental records, deoxyribonucleic acid, iris, mouse and 

keystroke dynamics, human gait, etc [5,6]. These unique features afford a more 

powerful, secure, and reliable than the other traditional features used to identity 

cards, keys, tokens, and passwords [7–10]. The ears are paired organs; on each 

side of the head; there is one ear. The ear contains three parts, namely: the outer 

ear, the middle ear, and the inner ear [11,12]. The visible part is the outer ear 

which contains the external acoustic meatus and pinna or auricle. The pinna shape 

of any individual is unlike others. It is used as an identification parameter. The 

pinna’s shape varies according to the ethnic group, race, sex, and age; therefore, 

the features included in the pinna area considered as a biometric feature [13]. The 

ear structure is comprise worthy features as well as it changes slightly with age 

[14]. The outer ear also differs from other biometrics, such as the face, since the 

face can be affected by facial expression, ageing, wearing sunglasses, makeup 

effects, and growing or shaving beard [15]. Furthermore, the ear size is bigger 

compared to the size of iris, retina, and fingerprint, so it is likewise readily 

capturing from a distance [16,17]. The outer ear and its important features have 

been described by several researchers since it has a significant role in the 

identification of victims of crimes and criminals or accidents surveillance video, 

and authentications [18,19]. In 2001, many robberies have happened at gas 

stations in Utrecht city, Netherlands, biometrics system based on ear helps police 

for identifying a suspect [20]. In 2013, Biometric systems played essential roles to 

determine the twosome suspects of the explosions of Boston [21]. In 2006, the ear 

proposed as a biometric, and the dataset used for tests includes 415 persons, each 

with images were taken on at least two different dates. The Methods considered 

involving a Principal component analysis (PCA) technique with 2D intensity 

images. The system has does a high recognition rate of 97.6 %. The outcomes 

propose a powerful potential for 3D ear shape as a biometric [22]. The researchers 

in [23] proposed a distinguishing biometric method based on ear, it deals with 2D 

as well as 3D data employing precomputed voxel closest neighbors approach. The 

work in [24] presented a rotation invariants ear recognition technique as well as it 

invariant to both translation and scaling. The accuracy of the experimental results 

shows almost 98%. Celia Cintas et.al.[25] presented a strong method using 

geometric morphometric and deep learning to represent a new automated system 

for ear detection and extraction of features. A set of manually landmarked 

examples have been used to training the convolutional neural network(CNN) on 

it, the trained CNN has the ability to accurately locate the semi-landmarks and the 

landmarks with truly comparable by the supervised land marking. In [26] a new 

human ear identification technique has been proposed based on combining the 

hierarchical deep features. Examinations are carried on several public datasets: 

USTB I, II and IIT Delhi I, II. In 2019, an ear recognition method has been 

suggested based on the speeded-up robust feature (SURF) computer vision 

algorithm [27]. The SURF algorithm creates a descriptor for matching to detected 

interest points calculating the similarity measure as the ratio between the numbers 

of matching interest points within a couple of images to the entire number of 
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interest points in the input image. Particle swarm optimization (PSO) algorithm 

has utilized to improve the performance of this method, by excluding each value 

in the descriptors either that have negative or it does not influence the similarity 

measurements. The performance was significantly improved, via improving the 

execution time plus the recognition accuracy. The execution time was improved 

by the reduction of the descriptor size, while the accuracy has been improved by 

the elimination of the values that have a negative influence on the similitude 

measurements. 

The rest of the paper has been organized as follows. The proposed technique re- 

viewed in Section 2. Preprocessing and its techniques went throw in this Section 

3. Section 4 goes along with the feature extraction, while PSO discussed in 

section 5. Fuzzy neural network reviewed in section 6. Details of experimental 

results is presented in Section 7. The conclusions presented in Section 8. 

 

2. The Proposed Method 

In this paper an intelligent and accurate ear recognition technique has been 

proposed using discrete wavelet transform (DWT), PSO, and Fuzzy neural 

network. The following stages summarized the proposed technique:  

1. Preprocessing stage: the purpose of this stage is to enhance the ear image and 

remove the noise as well as extract the region of interest. 

2. Feature extraction stage: the aim of this stage is to provide the ear image’s 

features. The DWT has been adopted provide an accurate representation of ear 

image with less number of coefficients. 

3. Feature selection stage: the purpose of this stage is to select distinct features 

which lead to reduce the complexity of classification stage and improve the 

proposed technique. The PSO technique was utilized for this purpose. 

4. Classification stage: in this stage the test ear image is classified into recognized 

or unrecognized. The fussy neural network has been utilized in the 

classification stage. Figure1 illustrates the proposed technique.  
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Fig. 1. The proposed technique’s block diagram. 

 

2.1. Preprocessing 

The preprocessing stage is play an important role in ear recognition system 

because it contains an essential operations such as convert ear image from color to 

gray scale, ear image enhancement, and ear image segmentation. 

 

2.1.1. Ear image enhancement 

In order to improve the quality of ear image a hybrid approach of Wiener filter 

with histogram equalization has been utilized. Wiener filter used to eliminate the 

noise from the ear image, while histogram equalization used to improve ear image 

contrasts. Fieger 2 shoes some ear images before and after enhancement. 

 



 

 

 

 

 

 

Yahya Abdulmunem Hussein et al.                                                                  16 

 
Fig. 2. some ear images before and after enhancement. 

 

2.1.2 Region of interest segmentation 

   Segmentation of an ear image is a technique to partition an image of non-

overlapping regions in order to separate the region of interest (ROI) from 

unwanted areas such as hair and other details. In this work we have presented a 

hybrid ear image segmentation based on adaptive mask algorithm and k-means 

clustering. The proposed ear image segmentation can be explained as follows: 

1. Apply adaptive mask algorithm: in this step the best mask for the 

segmentation is selected by training a selected ear image with all ear image 

database.  

2. Apply K-means algorithm: in this step the k-means algorithm is used with best 

mask resulted in step 1 as well as the Euclidian distance in order to determine 

the large objects in ear image. In this work the k value in k-means algorithm is 

3. 

3. Apply morphology operations: the purpose of utilizing morphology operations 

is to select large shapes and discard the small shapes as well as full the empty 

regions in ear image, then enlarge the final extracted ROI of ear image. Figure 

3 shows some ear image before and after segmentation. 
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Fig. 3. some ear images before and after segmentation process. 

 

2.2 Feature extraction 

       In this stage the features of the enhanced and segmented testing and training 

ear images are extracted in order to construct the feature vectors. For this purpose, 

we used DWT to extract the effective features of the segmented ear images. The 

DWT provides hierarchically decomposing of an image resulted frequency 

features at different levels. Apply DWT on 2D image leads to provide four sub-

bands which are one 2D approximation sub-band (LL) and three 2D detail sub-

bands (LH,HL,HH). In order to reduce the dimensionality, we utilized the 

coefficients of LL sub-band and discarded the coefficients of other sub-bands. In 

this work the daubches2 (db2) DWT has been considered because of its 

robustness compared with other wavelets [28, 29]. 

2.3 Feature selection 

      The PSO is an optimization scheme affirming on search area in order to obtain 

the best solution over the problem irrespective of the search range. The PSO 

contains a set of particles which initialized randomly, a potential solution to the 

problem is providing by each posing. Certain particles possess a stochastic 

memory, covering their own most beneficial and the best solutions amongst all the 

possible particles. The best solution is obtained by repeating the evaluation of the 

resulted solutions using a fitness measure. The PSO concept is based on the social 

and movement behaviour of fish groups or birds swarm. The birds are flying from 

one place to another during the searching of the food, some birds in the swarm 

have the capability to recognize the scent of food effectively. The birds in the 

swarm are transferring the information of places that contain the food between 
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them in order to exploit these places to find most suitable food. All the elements 

that are proposed solutions are placed in random locations, and they move 

randomly within the specified scope of research in a direction that changes 

gradually, to ensure obtaining a better location than the previous one, and to 

calculate the best site is based on two criteria, namely the speed and the initial 

location of all the elements, and they are randomly chosen starting from the new 

speed will be updated according to the following equation [30]: 

         

 Vi+1= wVi + C1R1(LBi - xi)+C2R2(GB - xi)                                                             (1) 

 

Where, V describes the velocity of the element , i is index value , x represents the 

location of the element,  represent independent factors randomly 

distributed from (0) to (1), 𝐶1, 𝐶2 represent acceleration constants and 𝑤 

represents the weight of inertia (weight of inertia). 𝐿𝐵𝑖and 𝐺𝐵 refers to local and 

global best positions respectively. 
The new location can be calculated as follows: 

 

x_(i+1)=x_i + V_ (i+1)                                                                                  (2) 
 

The weight of inertia (w) is used to avoid the high speed of the swarm, because 

the high velocity of the swarm may lose the universal particles, the optimum 

move towards an optimal value. The weight of inertia can computed using the 

following function [31,32]. 
 

 W (t+1)=W_max-((W_max - W_min) / T_max)t , W_max>W_min                                    (3)                                 

 

Where, W_max represents the maximum limit of the inertia weight value, W_min 

represents the minimum inertia weight value, T_max represents the maximum 

limit of the number of the selected iterations, t is number of iterations specified. 

2.4 Classification stage 

    The fuzzy neural network is a hybrid system consist of artificial neural 

network and fuzzy logic. The goal of these hybrid systems is to exploit the 

characteristics of both artificial neural network and fuzzy logic that simulate 

the human perception.  They have some disadvantages that almost disappear 

by combining them together.  

The layers of fuzzy neural network can be described as follows [33]:  

First layer: - The layer that corresponds to the input where this layer calculates the 

share of the input set. Each node creates their organic grades for an appropriate 

blur group using the organic functions, as shown in equations (4,5) 

                                                                                    (4) 

OR 

O1,i=µBi(y) for i =1,2                                                                                         (5) 
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Where represents the outputs of all nodes in a layer L, x, y are the inputs of the 

node to the layer L, i is the node number, and A, B are the language labels that 

have the appropriate organic functions μAi and μBi, respectively. The Gaussian 

and bell-shape organic function is more commonly used to identify blurry groups. 

As shown in equation (6) 

                             

                                                                                   (6) 

Where {a, b, c} are the parameters of the organic functions and i is index value. 

These parameters are referring to as part of a fuzzy hypothesis. 

Second layer: - Calculates the strength of the fuzzy bases by rule, here the AND 

operator is used to obtain one result representing the outputs of those bases, and 

then the  output from this layer is the result of the signal given by the first layer, 

as shown in equation (7). 

 

                                                            (7) 

 

Third layer: in this layer the firing force of each rule is calculated based on all 

the rules. Outputs are called normalization of strengths, and  is considered as a 

normal firing force. As shown in equation (8). 

 

                                                                                   (8) 

 

Fourth layer: It contains parable nodes. In this layer the node function calculates 

the contribution of each rule to the total output. As shown in equation (9) 

 

                                                       (9) 

 

Where   is the natural launch power of the third layer )p, q, r( are the 

coefficients of this linear structure and are also the parameter specified in the 

resulting part of the surgeon fuzzy model. 

Fifth layer: Is the last layer that gives the result. This layer contains a fixed and 

single node called the summation which represent the output. As shown in 

equation (10) 

                (10) 

  

3. Results and Discussion  

 

The accuracy of the suggested ear recognition approach has been examined by 

carried out extensive experiments based on two standard ear databases, IIT Delhi  

and Ami Ear Databases. We have implemented the proposed approach using 
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MATLAB- 12 on a computer under Windows environment with i5 CPU and 8GB 

RAM. 
 

3.1. The utilized databases. 

The details below describe the used databases: 
 

1. AMI Ear Database I and II [34]: created by Esther Gonzalez. It 

includes photos of staff, teachers, and students of the University of 

Las Palmas - computer science department at the in Spain. Seven 

images in different directions were taken for each person, the 

accuracy of these images is 492 x 702 pixels, and the file type is 

Joint Photographic experts Group (jpg). All photos were captured 

using the Nikon D100 camera under the same situation like lighting 

conditions, distance from the camera. Figure 4 presented some 

samples of the AMI Ear Database I and II. 

 

2. IIT Delhi ear database [35]:  consist of 121 individuals, each one has 

minimum a three ear images. The age of individuals in this database 

is 14-58 years.  The database contain 471   (272 x 204 pixels) images 

with jpg format. Recently, a larger version of this database is 

presented for 212 individuals with total number of 754 ear images. 

Figure 4 shows some samples of the utilized databases. 
 

 
(a) 

 
(b) 

Fig. 4 some samples of utilized ear databases: (a) some samples of AMI I and II ear database, (b) 

some samples of IIT Delhi ear database. 
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3.2. Evaluation the proposed technique using AMI ear database1: 

The proposed technique has been evaluated using Ami Ear Database1. For this 

purpose, we have carried out two experiments. The dataset of first experiment contain 

175 images, 150 images for training and 25 images for testing. In the second experiment 

we enlarged the dataset for both the training and testing therefore, we assigned 50 and 

300 images for testing and training respectively. In both experiments the recognition rate 

calculated for the two levels of DWT and three selected feature sets provided by PSO 

which are (8 * 8) and (16 * 16) and (32 * 32). The recognition rate (accuracy) is 

computed as follows: 

 
Recognition Rate (R.R) = (the total no. of the recognized images / The total no. of test 

images)*100      (11) 
 

  The tables 1 and 2 presented the results of the first experiment while, table 3 

presented the results of the second experiment. 

 
 

Table 1: Results of the first experiment under the first level of DWT 

DWT (128) & PSO 

(8) 

DWT (128) & PSO 

(16) 
DWT (128) & PSO (32) 

Time(s) R.R  Time(s) R.R Time(s) R.R 

26 100% 29 99% 30 98% 

26 100% 29 100% 30 98% 
 

 
 

Table 2: Results of the first experiment under the second level of DWT 

DWT (64) & PSO (8) 
DWT (64) & PSO 

(16) 

DWT (64) & PSO 

(32) 

Time(s) R.R Time(s) R.R Time(s) R.R 

24 98% 25 97% 28 94% 

24 98% 25 98% 28 95% 
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Table 3: Results of the second experiment under the second level of DWT 

DWT (64) & PSO (8) DWT (64) & PSO (16) 
DWT (64) & PSO 

(32) 

Time(s) R.R Time(s) R.R Time(s) R.R 

42 98% 46 98% 50 97% 

42 98% 46 98% 50 97% 
 

The results presented in tables 1, 2, and 3 refer that the proposed ear recognition 

technique achieved high recognition rate at the first level of DWT using 8 * 8 

selected features provided by PSO. Furthermore, using PSO leads to decrease the 

time required for the classification stage as well as using PSO provides high 

recognition accuracy with less number of features.      

3.3. Evaluate the proposed technique using IIT Delhi Ear Database: 

   The accuracy of the suggested technique was investigated on the IIT Delhi ear 

database. One ear image is randomly selected testing while, remaining considered 

for training therefore, the total number of training ear images is 90 while, the total 

number of testing ear images is 15. In this experiment we repeat the randomly 

selection test image two times. As in previous experiments we calculate the 

recognition accuracy for the first and second levels of DWT, and we have 

considered the same size of selected features sets provided by PSO in the previous 

experiments. The tables 4 and 5 presented the results of first and second level of 

DWT respectively.   
 

Table 4: The accuracy results for the first level DWT and PSO are equal to 8 * 8, 

16 * 16 and 32 * 32 on IIT Delhi ear database. 

The randomly 

selected test 

images 

DWT (128) & 

PSO (8) 

DWT (128) & PSO 

(16) 

DWT (128) & 

PSO (32) 

Time(s) R.R Time(s) R.R Time(s) R.R 

First randomly 

selection test 

(15) ear images 

18 99% 19 99% 20 %98 

Second 

randomly 

selection test 

(15) ear images 

18 100% 19 100% 20 100% 
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Table 5: The accuracy results for the second level of DWT and PSO are equal to 8 

* 8, 16 * 16 and 32 * 32 on IIT Delhi ear database. 

The 

randomly 

selected 

test images 

DWT (64) & PSO (8) 
DWT (64) & PSO 

(16) 

DWT (64) & PSO 

(32) 

Time(s) R.R Time(s) R.R Time(s) R.R 

First 

randomly 

selection 

test (15) ear 

images 

15 99% 16 99% 18 98% 

Second 

randomly 

selection 

test (15) ear 

images 

15 100% 16 100% 18 100% 

 

From the results presented in 4 and 5 tables, it observed that the proposed 

system gives a high accuracy up to 100% with IIT Delhi ear database with decrees 

the time taken for the classification from 20 s into 18 s for first level of DWT, 

while in the second level of DWT the time is reduced from 18 s into 15 s with 

accuracy of 99%.  This is because of that using DWT & PSO leads to decrease  

the dimensionality of these features and consequence decreases the complexity of 

the classification stage. In all above experiments, it can be observed that the time 

taken using second level of DWT is less than the time taken using first DWT 

because that the dimensionality of ear images in first level of DWT is larger than 

their dimensionality in second level of DWT            
 

 

3.4 comparing the proposed method with some recent methods 

   

We compare the proposed method with the accuracy of some other recent 

presented methods using the same ear databases utilized in these methods. Table 6 

presented the results of this comparison. These results refer that proposed 

technique outperform the compared methods, as well as it utilized techniques such 

as DWT & PSO to improve the efficiency of the proposed work.    
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Table 6: the results of the comparison between the proposed method and some 

recent method   

 

Method R.R 

LBP/Laplacian filter method [36] 80% 

Deep earprint learning [37] 94% 

The method in [38] 97.36% 

Proposed method 99% 

     

4. Conclusions 

 The experimental analysis indicated the following conclusions: 
 

1. The proposed ear recognition technique achieves high recognition 

rates using different ear datasets. 

2. the complexity of the proposed method has been reduced two times, 

the first one by using DWT and considered the LL band only, while 

the second one is achieved by using the PSO algorithm in order to 

select an active subset feature. 

3. Using PSO algorithm leads also to increase the recognition accuracy 

of the proposed technique. 

4. Using FNN in the classification stage leads to achieves high 

classification accuracy compared with the traditional distance 

measure like Euclidian distance. 
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