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Abstract 

Heart or cardiovascular disease is main cause of mortality. The main 
objective of developing the proposed model is to increase the 
accuracy and reliability of predicting the coronary heart disease. 
This paper attempts in predicting the risk of heart disease more 
accurately using the techniques of ensemble learning. Moreover, the 
techniques of feature selection and hyper parameter tuning has been 
implemented in this work leading to further increase in accuracy. 
Among the three ensemble techniques, stacking, majority voting and 
bagging used in this work, the improvement achieved in prediction 
accuracies is 2.11%, 7.42% and 0.14% respectively.  Majority voting 
has shown the best results in terms of increase in prediction 
accuracies with an accuracy of 98.38%.  

     Keywords: Heart Disease, Ensemble Learning, Feature selection, Machine 
Learning. 

1      Introduction 

Heart disease is the major cause of death in people all over the world. To detect 

and diagnose the heart disease is a big challenge [1]. Computer Aided Detection 

(CAD) helps in automatic detection of heart disease. With the advent of machine 

learning it becomes easy and convenient to analyze medical data. There is need to 

optimize the performance of machine learning algorithms [2]. Ensemble learning 

method provides the solution by improving the performance and providing better 

and more accurate results in early detection of heart disease. 
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Ensemble learning is a technique of machine learning which helps in improving 

the performance of our system by using multiple classifiers. The ensemble 

learning structure includes bagging, boosting, and stacking methods. Out of these, 

bagging and boosting are built using the same type of classifiers whereas stacking 

is constructed using a different type of learners [3]. By combining multiple 

classifiers, the performance of the model increases to a great extent as compared 

to the individual classification model. Thus, using ensemble learning enhances the 

accuracy of prediction for detecting heart disease. 

The rest of the paper is structured in the following sequence. Section 2 consists of 

review of literature related to the work. It contains the existing methods and 

discusses the techniques available. Section 3 consists of the proposed work and 

methodology. The results of the experiments are discussed in Section 4. Lastly in 

Section 5 conclusion is given. 

2      Related Work 

In [2], Mio et al (2016) have presented a comparative study by implementing the 

ensemble technique for predicting the coronary heart disease on 4 different 

datasets like Switzerland University Hospital (SUH), Long Beach Medical Center 

(LBMC), Hungarian Institute of Cardiology (HIC) and Cleveland Clinic 

Foundation (CCF). In [4], Yekkala et al (2017) have presented a comparative 

analysis of various ensemble methods like bagging, boosting (AdaBoost), and 

random forest. Particle swarm optimization (PSO) was used for feature selection. 

The bagging tree has achieved the best results. In [5], Mohan et al (2019) have 

proposed a hybrid model combining random forest along with the linear model 

(HRFLM) for prediction of heart disease. The author has performed a comparative 

analysis of various algorithms with the hybrid model. The proposed model has 

shown the highest accuracy when compared with other individual classifiers. In 

[6], Latha et al (2019) have focused on enhancing the accuracy of prediction of 

weak classifiers by using ensemble techniques like bagging, boosting, stacking 

and majority voting. In [7], Sarkar et al (2019), have proposed the hybrid model 

development (integrating GA and PRISM learner). The accuracy of prediction of 

the proposed hybrid model exceeds around 6 percent than that of the sequential 

GA-based hybrid model. In [8], Mieyne et al (2020) have proposed an ensemble 

model which was formed using different CART models based on the weighted 

ageing ensemble (WAE) classifier for the prediction of heart disease. Datasets 

used were Cleveland and Framingham datasets. Dataset was partitioned randomly 

using the mean splitting-based approach. In [9], Kumar et al (2020) presented an 

ensemble classifier using k nearest neighbor (KNN), support vector machine 

(SVM), modified k nearest neighbor (M-KNN), and CART decision tree 

algorithm for prediction of heart disease. The ensemble method achieved the 

highest accuracy when compared with individual classifiers. In [10], Ali et al 

(2020) have proposed a monitoring system for smart healthcare for prediction of 

heart disease. The techniques of feature fusion and ensemble learning were used. 
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Features extracted from sensor data and Electronic Medical Record (EMR) were 

combined using feature fusion. Information technique was used for selecting 

important features and removing the irrelevant features. They have compared 

proposed ensemble model with traditional machine learning models and achieved 

higher accuracy. In [11], Sri (2020) has presented a comparative study of various 

algorithms like support vector machine, naive bayes, logistic regression, neural 

network, and voting classifier for heart disease prediction. The voting classifier 

has achieved the highest accuracy. The author also proposed the development of 

GUI. In [12], Mienye et al (2020), have proposed a sparse autoencoder-based 

artificial neural network for detecting the heart disease. The authors have 

compared the performance measures of the proposed model with the artificial 

neural network (ANN). The proposed model has higher accuracy and better 

results. The optimizer used was adam and batch normalization was applied. In 

[13] Xiao et al (2020), have proposed a deep residual neural network (DRNN). 

The accuracy approached 95%, better than the various machine learning 

algorithms like decision tree 68%, logistic regression 87%, naive bayes 80%, k-

nearest neighbors (KNN) 60%, and random forest 83%. Similarly, in [14], 

Chowdhary and Singh (2020) have used the decision tree (DT) algorithm. The 

ada-Boost algorithm was utilized to optimize the output of the decision tree. At 

max_depth = (6), model was showing maximum accuracy. The accuracy of the 

ada-boost algorithm was 0.89. In [15], Bhatia et al (2020), have proposed model 

that works on ensemble learning that is stacking, boosting and bagging algorithms. 

Stacking, boosting and bagging works on a hybrid algorithm which test and trains 

the dataset. In this system, an application is developed consisting of 2 modules: 

patient and doctor’s login. The doctor module records the case history and case 

details. In patient login, the medical history of the patient is visible. The ensemble 

technique uses the combination of weak learners for implementing the hybrid 

model. In [16], Lakshmanrao et al (2021) have proposed an ensemble model for 

heart disease prediction.  Three Sampling techniques were used to balance the 

imbalanced dataset. The selection of features was done using two methods, 

ANOVA and mutual information methods. Experiments are performed on 2 

different datasets, UCI and Kaggle dataset. In [17], Yuan et al (2020) have 

proposed the technique of hybrid gradient boosting decision tree along with 

logistic regression (HGBDTLR) for prediction of heart disease. In [19]-[20] 

authors have proposed a majority voting technique for predicting heart disease. In 

[21] Kannan and Vasanthi (2019) have compared the prediction accuracies and 

ROC of different machine learning classifiers like random forest, logistic 

regression, stochastic gradient boosting and support vector machines for 

predicting heart disease. In [22] Pillai et al (2019) have proposed the use of 

recurrent neural network to predict heart disease. In [23] Bhat et al (2019) have 

employed the use of artificial neural network with backpropagation for prediction 

of heart disease. In [24] Repaka et al (2019) have proposed the smart heart disease 

prediction by utilizing naïve bayes algorithm for the prediction of heart disease 

and AES for providing the security. In [25] Ricciardi et al (2020) have employed 
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the use of a combination of linear discriminant analysis and principal component 

analysis for predicting the heart disease. 

 

By reviewing the works performed by various authors it has been found that the 

performance of the existing systems is comparatively less. So, in this work, we 

presented a model which will try to increase the efficiency as well as the 

performance of the system using the techniques of ensemble learning, feature 

selection, and hyperparameter tuning. 

3      Proposed Work and Methodology 

In the proposed work we have used an ensemble learning approach for increasing 

the prediction accuracy of predicting the risk of coronary heart disease. In our 

proposed system we have created an ensemble of various individual classifiers 

(Support Vector Machine, Decision Trees, K Nearest Neighbors, Random Forest, 

and Gradient Boosting). We have used various ensemble techniques (majority 

voting, stacking, and bagging). The performance of these techniques has been 

compared. Moreover, in this paper, the performance of the classifiers is enhanced 

further by utilizing the technique of feature selection and hyperparameter tuning. 

3.1      Dataset Description 

The dataset used in this study is the Framingham heart study dataset from Kaggle. 

The dataset has 4240 instances and 15 attributes [18] which are described in the 

Table 1. Table 1 shows the dataset attributes with their definitions.  

Table 1: Description of dataset 

S 

No. 

Attributes Description 

1 Sex 0: male,1: female 

2 Age (In Years) Age of Patient in years 

3 Current Smoker 1: If the patient is a Current Smoker 

2: If the patient is a Non-Smoker 

4 Cigs Per Day Number of Cigarettes the person 

smokes in a day 

5 BPMeds Patient on BP Medication 

0: If the patient not on BP Medication 

1: If the patient is on BP Medication 

6 Prevalent Stroke The patient had a previous stroke 

0: If the patient is not having a previous 

stroke 

1: If the patient is having a previous 

stroke 

7 Prevalent Hyp The patient is Hypertensive or not 

0: If the patient is not Hypertensive 

1: If the patient is Hypertensive 

8 Tot Chol Total Cholesterol level 

9 Sys BP Systolic Blood Pressure 

10 Dias BP Diastolic Blood Pressure 
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11 Diabetes The patient is Diabetic or Non-Diabetic 

12 

13 

BMI 

Heart Rate 

Body Mass Index 

Rate of Heart 

14 Glucose Glucose level 

15 Education Education of Person 

16 Ten Year CHD Target-10 Year CHD Risk 

0: No Risk of CHD 

1: Risk of CHD 

The Ten Year CHD signifies the target attribute. It is categorized into two classes 

‘0’ denotes the absence of risk of coronary heart disease (CHD) and class 

‘1’denotes the presence of coronary heart disease (CHD). 

3.2      Data handling 

3.2.1      Data collection 

In this work the dataset utilized is the Framingham dataset. 

3.2.2      Data Preprocessing 

The data was pre-processed first in which data was cleaned, null and missing 

values were handled. Any inconsistencies present in the data were removed. The 

Framingham dataset utilized in this work comprises of missing values that needs 

to be handled. The dataset was checked for any duplicate values.  

3.2.3      Outlier detection and elimination 

 Outlier detection is a technique to identify the observation in the dataset that do 

not follow the normal pattern and lies far away from the other values. These are 

called outliers. The accuracy of the model gets improved by eliminating the 

outliers. In this work, box plots were used for detecting the outliers. Outliers were 

observed in two columns, total Cholesterol, and systolic BP columns. The outliers 

from these columns were removed. 

3.2.4      Data balancing 

The dataset was now checked whether it is balanced or not. It was observed that 

the number of negative cases were much larger as compared to positive cases. 

Therefore, the dataset was highly imbalanced and needs to be balanced otherwise 

it will cause a problem when the fitting of the model is done. The Random Over 

Sampling technique was utilized here to balance the dataset. The number of 

instances in the minority class were increased so that they become equal to the 

majority class. 

3.3      Chi-square test based feature selection 

Feature selection is important as it leads to an increase in the prediction accuracy 

of the model. The reduced number of features makes the model lightweight. 

Moreover, it requires less time for training and requires less memory. 
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In this paper, the chi-square test method was utilized for selecting the features 

from the dataset. The dataset contains 15 attributes. Chi-square test scores were 

found for the 10 best features in the dataset. The best features were selected based 

on these scores which are displayed in the descending order. Out of 10 features, 8 

best features were considered. Fig. 1 has shown the various features according to 

their chi-square test scores in descending order.  

 
 Feature        Score 

 sysBP       2121.922128 

 glucose     1232.342416 

 age         1006.482991 

 cigsPerDay   788.788750 

 totChol      769.066248 

 diaBP        486.662514 

 prevalentHyp 221.104823 

 sex          66.775610 

 BPMeds       66.216216 

 diabetes     54.258065 

 
Fig. 1 Feature selection using chi square test 

3.4      Ensemble methods 

Various Ensemble Algorithms [19]-[20] are described below as: 

3.4.1      Stacking 

It is an ensemble method which uses meta classifier for combining multiple 

classifiers. Stacking consists of several layers and each layer passes its prediction 

to the above and finally the topmost layer model makes the decision based on 

models in the below layers. The bottom layer gets the input from the dataset. 

3.4.2      Majority Voting 

Majority voting accumulates the findings of each classifier and output class is 

predicted on the majority of votes. Voting classifier is trained on various models 

and predicts the output based on class having highest probability. In this, single 

ensemble model is created which is trained by individual classifiers to predict 

output for each output class based on their combined majority of voting. 
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3.4.3      Bagging 

Bagging is an ensemble method that takes random subset of data from original 

dataset. It accumulates the performance of individual classifiers to give final 

output. This technique is used for weak learners which has high variance and low 

bias. It consists of 3 steps: bootstrapping, parallel training & aggregation. First 

different subsets of data are created by selecting the data points randomly and 

with replacement. These datasets are referred to as bootstrap replicates. Next these 

data subsets are trained in parallel and independently. Finally, the result from each 

of the classifiers is aggregated based on averaging or majority voting. Bagging 

can be implemented easily and helps to reduce variance. 

 

3.5      Methodology 

The first step was to collect the data. The dataset used here was the Framingham 

dataset. The pre-processing of data was done so that missing and invalid data are 

taken care of. The dataset was checked for any duplicate values. If duplicates are 

present, they should be removed. Then the outliers present in the data were 

detected and handled. The dataset used in this work was not balanced. So, the 

dataset was balanced using the technique of oversampling in which the minority 

class instances were increased.  

 The three-fold cross-validation was used. The dataset utilized for training was 

70% and for testing was 30%.  

First, all the 15 features of the dataset were used. The accuracies of individual 

classifiers, Random Forest, Support Vector Machine, Decision Tree, K Nearest 

Neighbors, and Gradient Boosting were calculated. Ensemble techniques were 

used for improving the performance of the classifiers. Various ensemble methods 

utilized were majority voting, stacking, and bagging. The individual classifiers 

were ensembled together using majority voting and stacking which improves the 

performance of the classifiers. The stacking algorithm combines the individual 

classifiers using meta classifier. The bagging algorithm utilizes the decision tree 

classifier as the base classifier for improving the performance.  

After that the feature selection was performed. The features selection took place 

based on the importance of features. Eight best features were selected. Then the 

hyperparameter tuning of the four best performing classifiers, K Nearest 

Neighbors, Gradient Boosting, Random Forest and Decision Tree was performed. 

Now ensemble techniques were utilized again in a similar manner. This led to a 

further increase in prediction accuracies. The highest increase in prediction 

accuracy was observed in the Majority voting technique.  
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The architecture of the proposed system is given in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Architectural diagram of proposed system 

4      Results and Discussion 

4.1      Performance of the classifiers with ensemble techniques  

Various classification algorithms were analyzed and compared for their 

performance on the Framingham dataset. Some classifiers have shown good 

performance while other classifiers have shown poor performance. 

Table 2: Performance measures of classifiers without ensemble techniques and 

feature selection 

Algorithms Precision Recall F1-Score      Accuracy 

Support Vector 

Machine  

   0.67       0.70     0.69        67.45 

Naïve Bayes     0.66       0.51     0.57        61.76 

K Nearest Neighbor    0.87       0.99     0.92        91.70 

Decision Tree    0.83       0.99     0.90        89.297 

Random Forest    0.88       0.97     0.92        91.95 

Gradient Boosting    0.71       0.75     0.73        72.36 

Data Collection 
Data Preprocessing 

. Handling Missing & 

Null values 

. Handling Duplicates 

 

Using Box Plot for 

Outlier Detection & 

Elimination 

Random Over 

Sampling based Data 

Balancing 

Chi Square Test 

based Feature 

Selection 

Ensemble Learning 

Techniques 

Majority 
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Stacking Bagging 

CHD Prediction 
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Ensemble techniques were used for improving the performance of the algorithms. 

The algorithms used were support vector machine, random forest, decision tree, k 

nearest neighbors, and gradient boosting. The performance metrics are shown. 

(Table 3, Fig. 3 & 4) 

Table 3: Performance measure of classifiers using ensemble techniques and 

without feature selection 

Algorithms  Precision Recall F1-Score      Accuracy 

Stacking    0.94       0.98     0.96        96.27 

Majority Voting    0.86       0.99     0.92        90.96 

Bagging    0.87       0.97     0.92        91.16 

 

Fig. 3 Comparison of ensemble classifiers for their prediction accuracies without 

feature selection 

0.75

0.8

0.85

0.9

0.95

1

Stacking Majority Voting BaggingPrecision Recall F1-Score

 

Fig. 4 Comparison of Ensemble Classifiers for their Performance Measures 

without Feature Selection 

4.2      Performance enhancement with feature selection 

The performance of the classifiers was further enhanced by using the technique of 

feature selection and hyper parameter tuning. The selection of the features takes 

place according to their importance. The importance of various attributes was 

found using Chi Square Test method and the attributes which have more impact 

on heart disease prediction were taken into consideration. The feature set was 

constructed, and the performance measures were evaluated. Features such as age 
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and gender signify the personal information of the patient and the remaining 13 

features represents the physiological information about the patient. 

The feature set was created using the eight best features. These features in the 

feature set are described as follows: 

Feature set = { sysBP, glucose, age, CigsPerDay, totChol,  diaBP, prevalentHyp, 

sex } 

The improvement in the performance of ensemble techniques (stacking, majority 

voting, and bagging) by using the feature selection technique and hyperparameter 

tuning is given. (Table 4, Fig. 5 & 6) 

Table 4: Performance measure of classifiers using ensemble techniques and with 

feature selection 

Algorithms  Precision Recall F1-Score      Accuracy 

Stacking    0.98       0.98     0.98        98.379 

Majority 

Voting 

   0.98       0.98     0.98        98.379 

Bagging    0.87       0.98     0.92        91.3 

 

Fig. 5 Comparison of ensemble classifiers for their prediction accuracies using 

feature selection 

0.8

0.85

0.9

0.95

1

Stacking Majority Voting Bagging

Precision Recall F1-Score

 

Fig. 6 Comparison of ensemble classifiers for their performance measures using 

feature selection 

Ensemble techniques helped in predicting the risk of heart disease with higher 

accuracy as compared to individual classifiers. The accuracy of the model was 

further enhanced by using the techniques of feature selection and hyperparameter 

tuning. Out of three ensemble classifiers, stacking, majority voting, and bagging, 

the Majority voting has shown the highest improvement of 7.42% in prediction 

accuracy with feature selection. Whereas, in the case of stacking the rise in the 
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accuracy of 2.11%, and for bagging the rise in the accuracy of 0.14% was 

achieved using the technique of feature selection. 

5     Conclusion  

Heart or cardiovascular disease is the main cause of mortality. The purpose of 

developing the presented model was to increase the reliability, robustness, and 

accuracy of predicting the risk of coronary heart disease. In this work, an 

ensemble learning approach was used for accurate, reliable, and early detection of 

coronary heart disease. Various ensemble techniques were used for the prediction 

of heart disease like majority voting, stacking, and bagging for improving the 

performance of the classifiers. It has been shown that the performance of the 

classifiers has improved further by using the techniques of feature selection. Out 

of 3 Ensemble classifiers i.e., stacking, majority voting and bagging. Majority 

voting has shown the best results in terms of increase in prediction accuracies 

with an accuracy of 98.38%.    
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