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Abstract 

     A lot of applications including event logs and web pages uses XML format 
for utilizing, keeping, transferring and displaying data. Thus, volume of data 
expressed in XML has increase rapidly. Numerous research has been done to 
extract and mine information from XML documents. Mining XML 
documents allows an understanding to the architecture and composition of 
XML documents. Generally, frequent subtree mining is one of the methods to 
mine XML documents. Frequent subtree mining searches the relation 
between data in a tree structured database. Due to the architecture and the 
composition of XML format, normal data mining and statistical analysis 
difficult to be performed. This paper suggests a framework that flattens and 
converts tree structured data into structured data, while maintaining the 
information of architecture and the composition of XML format. To gain 
more information from event logs, converting into structured data from semi-
structured format grants more ability to perform variety data mining 
techniques and statistical test.  

     Keywords: Flatten Sequential Structure Model, XML Format Event Logs, Data 
Mining, Statistical Analysis. 

1      Introduction 

The size of eXtensible Markup Language (XML) is growing exponentially daily with the 

new technology and capabilities in keeping and searching those data. Moreover, one of 

the formats used for data representation and transaction in the World Wide Web is XML 

format [4]. Thus, they hold an enormous percentage (58%) in the web [18]. Besides, 

event happens in business process is captured in XML format as well. 

 Business process is a collection of cases that has occurred in a business structurally 

with a target to generate a desired outcome[1]. Business process management system 

(BPMS) has developed to aid these business processes. During the business process 

happens, the event logs are produced by the BPMS. XML format is the most popular 

format to store and capture event logs [22; 26]. These event logs can be extracted for 

mining or analysing purpose to gain more insights from the business processes [41]. For 

instance, Halal industry utilizes XML format event logs to ensure the quality of Halal 

products during the business processes happen [5]. However, the data mining and 
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analysing process becomes more difficult due to the complicated of data architecture and 

composition of XML format [29].  

 

 To gain knowledge from the XML format data, dozens of researches on frequent 

subtree mining (FSM) has been done in these past few years [7; 23; 46]. The purpose of 

FSM is to search for interesting relation between transactions in the tree database. Rules 

about relation between transactions are generated by FSM based on minimum support 

fixed by user. Nevertheless, the performance of FSM will drop when the rules are 

produced neither interesting nor useful. Shaharanee and Jamil [32] propose that 

removing variables that are not relevant can reduce the rules that are not interesting. 

Moreover, the XML documents’ structure properties usually neglected by FSM. In a 

nutshell, framework that can apply statistical analysis and mine XML format event logs 

without ignore structural properties of XML format is essential to obtain more 

information from the event logs. 
 

2      Literature Review 
2.1. Business Process 
The definition of business process is the techniques to describe the approach to fulfill 

specific action in an organization [14]. Researchers [16; 24; 40] believe that business 

process is an entire series of cases and actions to reach business goals. Therefore, 

business process plays an essential role to comprehend how an organization operates 

[44]. Operational business process such as customer relationship management, account 

management and invoice management are executed and taken care by business process 

management system (BPMS). In other words, BPMS is invented to ensure routine 

business process can happen smoothly.  

2.2. Event Logs 
Event logs are log files that captured a series of events generated by BPMS [35]. Most of 

the XML format event logs appear in two standards, Macromedia eXtensible Markup 

Language (MXML) and eXtensible Event Stream (XES). MXML standard starts in year 

2003 and it is the earliest standard for event logs in XML format [39]. Fig 1 illustrates 

the examples of event of MXML standard whereas Fig 2. Shows the meta model of 

MXML standard [42]. Then, XES standard succeed MXML standard during the year 

2009. XES standard is widely use and famous recently due to it became IEEE standard 

in the year of 2016 [20]. The example of event log in XES standard is illustrated in Fig 3 

and meta model structure of XES standard is shown in Fig 4. 

 
Fig 1: Snapshot of MXML Standard Event Log 



Ang Jin Sheng, Jastini Mohd Jamil, and Izwan Nizal Mohd Shaharanee                          96 

 

 

 
Fig 2: Meta Model of MXML standard 

 

 

 
Fig 3: Example of XES Standard Event Log  
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Fig 4: Meta Model of XES Standard 

 

2.3. Frequent Subtree Mining (FSM) 

A tree includes root, vertex or node, vertex label, edge and edge label. The relationship 

become parent and child in between the vertices form when a direct edge in connected 

between two vertices. XML format log can be modelled as ordered labelled and rooted 

trees [47] as it has the characteristics of ordered, labelled and rooted trees such as child 

order is essential and every node contains label. Therefore, XML format event log can 

be mined through frequent subtree mining (FSM). FSM is a method that can discover an 

equal or greater number of times of a subtree occur in a tree database [31]. Different 

algorithms of FSM developed by past researchers are outlined in Table 1. There are 4 

different types of structures in the tree which consist of tree that organized orderly, 

unorderly, tree that combine both ordered and unordered structure and lastly the free tree. 

For the tree that organized orderly, every node’s arrangement and places are essential in 

tree structure mining. Numerous frequent subtree mining algorithm has been invented to 

mine induced, closed, embedded, maximal and phylogenetic subtrees. 
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Table 1: FSM Algorithms 
Type of 

tree mining 
Algorithm Authors Maximal Closed Induced Embedded Phylogenetic 

Free 

Tree 

Mining 

FreeTreeMin

er 

[8]   ˅   

FreeTreeMin

er 

[30]   ˅   

HybridTreeM

iner 

[9]   ˅   

GASTON [28]   ˅   

 Phylominer [48]     ˅ 

 EvoMiner [15]     ˅ 

Unordere

d Tree 

Mining 

TreeFinder [38] ˅   ˅  

uFreqT [27]   ˅   

PathJoin [45] ˅  ˅   

Unot [3]    ˅  

CousinPair [33]    ˅  

RootedTreeM

iner 

[10]   ˅   

SLEUTH [46]    ˅  

Uni3 [17]    ˅  

BEST [12]    ˅  

IRTM [25]    ˅  

BOSTER [13]   ˅   

Ordered 

Tree 

Mining 

FREQT [2]   ˅   

Chopper and 

Xspanner 

[43]    ˅  

AMIOT [19]   ˅   

TreeMiner [47]    ˅  

MB3-Miner [6]    ˅  

IMB3-Miner [36]   ˅ ˅  

Hybrid 

Tree 

Mining 

CMTreeMine

r 

[11] ˅ ˅ ˅   

TRIPS and 

TIDES 

[37]   ˅ ˅  

POTMINER [21]   ˅ ˅  

 

3      Proposed Framework 

A new framework to mine XML format event logs is proposed in this study. Fig 5 

shows the proposed framework.  The proposed framework able to flatten tree-structured 

data, then converts into structured data. Thus, a series of data mining and statistical 

analysis can be performed on the event logs. The motivation to develop this framework 

is to find out ways to combine data mining and statistical measurement to generate 

more useful and interesting rules compare to FSM or association rule mining. 

Interesting rules can be understood as the rules that are not excessive or repetitious and 

have statistical support. Hypothesis development, sampling process, model building 
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and statistical analysis techniques are required to verify the quality of rules generated 

by FSM or association rule. Thus, misleading and excessive rules can be removed to 

ensure the quality of decision made by decision maker. The detail phases that happen in 

the framework are elaborated as following. 

 
 

Fig 5: Proposed Framework 

 

Phase 1: XML Data Pre-processing 

Before conducting any data mining or statistical analysis, raw data in actual world need 

to be pre-processed. The major cause pre-processed the data is because the data in 

actual world usually is not in consistent, complete and arranged manner [34]. Before 

loading data to the destination, data is transformed through Extract, transform and load 

(ETL) process. ETL plays a substantial role to ensure the event logs in XES standard 

XML format as the event logs may appear in different formats. The main reason of 

transformation event log format into XES standard is XES is the IEEE standards for 

event log and extensively used in most recently. Filtering is the process where the 

unwanted data being get rid of. Therefore, corrupted transactions or data that are not 

related to transactions or business processes will be removed in this phase. After the 

process of filtering and ETL, pre-processed data is prepared for the next phase. 

Phase 2: Data Extraction (Flatten Sequential Structure Model (FSSM)) 

The next following 2 phases are phases of Flatten Sequential Structure Model (FSSM), 

extraction phase and conversion phase. The FSSM extraction phase is to flatten the tree 

structured data without ignoring the structural position of the data. An illustration of 

tree structure database with two set of datasets is displayed in Fig 6. 2 transactions 

labelled as t1 and t2. Different structures of subtree are used to illustrates how 

transactions or data is flatten from tree structure through FSSM extraction phase. 

Architecture information of each node in the tree-structured database are conserved and 

captured through FSSM extraction phase. Table 2 shows the example of data after gone 

through FSSM extraction process. A top down then left right sequence arranged and 

viewed in tree structured data. A backtrack to previous node is required when ‘-1’ 

shows in Table 2. Going back to parent node is required before advance to right side of 

the node. 
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Fig 6: Tree Structure Database 

Table 2: Example of FSSM Extraction Flat Data 

Te x0 x1 x2 x3 x4 x5 x6 

ta 1 2 -1 3 -1 4 -1 

tb 1 2 3 -1 -1 4 0 

 

Phase 3: Data Conversion (Flatten Sequential Structure Model (FSSM)) 

After extraction phase, conversion phase is the next phase. The conversion phase 

transforms the flatten data into a structured table. Thus, more application of data mining 

techniques and statistical test are enabled.  Table 3 illustrates the instance of data 

format after gone through FSSM conversion process. The flatten data is categorized 

according to the unique variables to become structured data.  

Table 3: Example of FSSM Conversion Structured Data 

 1 2 3 4 

ta ta1 ta2 ta3 ta4 

tb tb1 tb2 tb3 tb4 

 

Phase 4: Knowledge discovery 

After two phases of FSSM, various data mining and statistical analysis methods can be 

performed in this phase. For instance, the dependent variable can be categorized 

corresponding to different business requirements and be used for classification 

purposes. ANOVA test or t-test can be performed to understand the difference of 

performance between 2 or more groups. For example, machines that produce same 

products can be measured through ANOVA or t-test to ensure the consistency of the 

machine. Relationship between variables can be determined through Pearson test or 
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correlation test. To ensure the interestingness or usefulness of rules generated by FSM 

or association rule, statistical analysis can be conducted to filter variables that are 

unimportant.  

Phase 5: Interpretation 

The outcome produced by prior phase will be explained in comprehensible way by the 

domain experts in this phase. Then, decision maker can make a good decision 

accordingly. 

4      Conclusion 

In short, a framework is recommended in this research articel that it allows a range of 

statistical test and data mining techniques applied in event logs. In order to apply these 

techniques, the proposed framework flattens and converts the XML format event log 

data into a structured data from a tree structured format. Therefore, direct application of 

data mining methods and statistical test in event logs are enabled. By applying this 

framework into mining event logs, decision makers understand more about business 

processes through event logs. Therefore, a higher quality judgement can be made 

through mining these event logs. This will bring more profit to business and reduce loss 

in business. This framework can be tested to mine event logs in the future practically 

through different type of dataset including simulated and real dataset. 
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