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Abstract 

     Applying logistic regression (LR) when the number of features exceeds the 
number of instances is one of the great challenges that attracted the researchers' 
attention. This paper proposes a sequential fitting method (SFM) to address the 
overfitting problem of logistic regression. The proposed method is based on the fact 
that logistic regression features should be uncorrelated, and the number of 
features must be relatively less than the number of instances. Typically, only a few 
of these features are significant in building the model. In addition, the paper 
provides a comprehensive comparison of logistic regression (LR), naïve Bayes 
(NB), and random Forest (RF) in terms of the number of training data, number of 
features, and balanced or unbalanced data sets. Machine learning metrics such as 
accuracy, specificity, sensitivity, and area under the Roc curve are used to evaluate 
the algorithm’s performance. The results of the three classifiers on these metrics 
have been validated and compared using some statistical analysis including the 
area under the ROC curve, and Wilcoxon signed-rank tests. The study concluded 
that the proposed method (SFM) is successful in applying logistic regression with 
overfitting data sets, and the proposed method can compete with Naïve Bayes and 
Random Forest. 

     Keywords: Logistic Regression (LR), Naïve Bayes (NB), Random Forest (RF), 
Sequential Fitting Method (SFM), Machine Learning. 
 

1      Introduction 
Logistic Regression (LR) [1-3] is the most famous statistical technique for performing 
classification tasks, that has been extensively utilized in many disciplines, including 
machine learning [4], and medical studies [5-7]. It has some advantages, such as generating 
a predicted probability vector for class labels. In addition, the LR model can easily be 
interpreted. LR is mostly used as a binary classifier. Also, there is multinomial logistic 
regression which is used for multi-class classification. However, the implementation of 
logistic regression for classifying a dataset with too many numbers of features with 
relatively few instances remains a challenge for the researchers. From a statistical point of 
view, the application of logistic regression requires the number of instances of the data set 
to be relatively larger than the number of the features [8]; this restrictive the application of 
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logistic regression when the number of instances is relatively less than the number of 
features.  
This paper proposes a new method called sequential fitting method (SFM)for 
implementing the logistic regression using the fact that the logistic regression features are 
supposed to be uncorrelated and usually only a few features are significant in building the 
model. The new method makes a big contribution to solving the overfitting problem of 
logistic regression. 
The classification task is the backbone of the machine-learning community. The 
classification performance of machine learning algorithms on datasets with varying data 
characteristics is not well covered as various algorithms are continuously being developed. 
Most of the studies compare the performance of algorithms on a particular application with 
a single dataset.  
To assess the performance of the proposed methods a comprehensive comparison among 
logistic regression, naïve Bases, and random forest has been conducted, variety of machine 
learning data sets with different characteristics in terms of training dataset size and number 
and types of features are been used. 
Naïve Bayes [9-10] classifier is a well-known classification algorithm that uses the 
Bayesian rule with the assumption that the attributes are conditionally independent for a 
given class. Although this assumption is not satisfied in practice, the naïve Bayes classifier 
often yields a competitive classification accuracy. In addition to this, its simplest and 
computational efficiency with many other desirable features makes the naïve Bayes 
classifier have many uses in many applications. The naïve Bayes classifier has various 
applications in several areas including medical data classification [11-14], text and signal 
classification [15-17], and fraud detection [18,19]. 
Random Forest (RF) developed by Leo Breiman in 2001 [20,21] is a supervised learning 
algorithm that combines the bagging method with the randomization of features by 
producing a random subset of features, which yields a low correlation among decision 
trees. Random Forest has recently become a popular classification algorithm used in 
disciplines including medical sciences [22,23] and machine learning [24,25]. 
There are some papers proposed a comparative study between these methods, but most of 
these studies are built in a particular application with a single data set and few machine 
learning metrics used in assessing the method’s performance; for instance; Bansal [26] 
evaluated the performance of naïve Bayes, Random Forest, and other machine learning 
algorithms in detecting dementia using single data sets with 461 instances. The study 
showed that random Forest performed better than naïve Bayes for the original data while 
naïve Bayes is better than random Forest for the reduction dimension data in terms of 
accuracy, Devika [27] examined the performance of Naïve Bayes, K-Nearest Neighbour 
(KNN) and Random Forest for detecting kidney disease based on its accuracy and 
preciseness. Random Forest classifier was better than naïve Bayes. 
Fayaz Itoo [28] provided a comparison and analysis of logistic regression, naïve Bayes, 
and KNN machine learning algorithms for credit card fraud detection using three different 
proportions of datasets with a resampling technique, logistic regression was found to be 
better than naïve Bayes in term of accuracy. Anwar [29] compares the performance of 
logistic regression and naïve Bayes in the classification of Authorship of Tweets using a 
single data set with 46895 instances, logistic regression was better than naïve Bayes in 
terms of accuracy. Trigila [30] compares and assesses the performance of Logistic 
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Regression and Random Forest for shallow landslide susceptibility, random Forest was 
performed better than logistic regression. Wonsuk Yoo[31] compared four classification 
methods including logistic regression and random Forest for identifying important genes, 
the random Forest performed better than the logistic regression and Kanish Shah  [32] 
examined Logistic Regression, Random Forest and KNN for the Text Classification 
designed a BBC news text classification system using several machine learning metrics, 
the study has shown that logistic regression’ performance was better in term of accuracy 
and it is performed well in terms of all measures. While most of the studies compare the 
performance of these algorithms on a particular application with a single dataset, the 
performance of classifier algorithms on datasets with various data characteristics is not 
well studied and remains a hot area of research. 
The performance of the proposed method A Sequential Fitting Method (SFM) is been 
compared with the performance of naïve Bayes and random forest using various machine 
learning datasets with different characteristics in terms of the training dataset, size number, 
and types of features. Also, the study provides a comprehensive statistical analysis of 
compassion.  
The performance of machine learning algorithms also relies on the characteristics of the 
dataset.  Different evaluation metrics assess different characteristics of machine learning 
algorithms, and it is plausible for a learning algorithm to exhibit proficiency in one metric 
while displaying suboptimal performance in others. To tackle this issue, our study 
incorporates a diverse range of criteria to evaluate the classification performance of the 
learning methods. Hence, this study differs from the others in that it includes a 
comprehensive statistical analysis of the performances of the algorithms. 
Also, a statistical analysis is performed to compare the proposed methods with the 
performance of naïve Bayes and random Forest. 
The paper provides an overview of the three classifiers in Section 2. The proposed method 
is presented in Section 3. Section 4 explains the dataset, performance metrics, and 
experimental setup. Section 5 presents and discusses the performance results, statistical 
analysis, and ROC analysis. The conclusions are drawn in Section 6. 
 

2     The classification methods 

2. 1    Logistic regression 
Logistic Regression (LR) [1-3] is a popular statistical technique for classifying binary data. 
It is based on minimizing an average logistic loss function based on the conditional 
probabilities of training data whose variables are the parameters of a classifier. Suppo that 
we have a set of training data set of size m, {𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖}𝑖𝑖=1𝑚𝑚 , where 𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑛𝑛  and  𝑦𝑦𝑖𝑖 ∈ {−1, +1} 
denote the i-th sample and the associated class label respectively. Assume that the training 
samples are independent.  According to the logistic model, the vector of the conditional 
probabilities corresponding to these samples are stated as: 

                          pr (𝛼𝛼,𝛽𝛽)𝑖𝑖 = p (𝑦𝑦𝑖𝑖|𝑥𝑥𝑖𝑖) = exp 𝑦𝑦𝑖𝑖�𝛽𝛽𝑇𝑇𝑥𝑥𝑖𝑖+𝛼𝛼𝑖𝑖�
1+exp𝑦𝑦𝑖𝑖(𝛽𝛽𝑇𝑇𝑥𝑥𝑖𝑖+𝛼𝛼𝑖𝑖)

𝑖𝑖 = 1, . . . . . . ,𝑚𝑚            (1)    

The likelihood function associated with the samples is ∏ pr (𝛼𝛼,𝛽𝛽)𝑖𝑖𝑚𝑚
𝑖𝑖=1 , and the log 

likelihood function is 
          ∑ 𝑙𝑙𝑙𝑙𝑙𝑙 p r (𝛼𝛼,𝛽𝛽)𝑖𝑖𝑚𝑚

𝑖𝑖=1 = −∑ 𝑓𝑓(𝑚𝑚
𝑖𝑖=1 𝛽𝛽𝑇𝑇𝑎𝑎𝑖𝑖 + 𝛼𝛼𝑦𝑦𝑖𝑖)           (2)      

https://link.springer.com/article/10.1007/s41133-020-00032-0#auth-Kanish-Shah
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where 𝑎𝑎𝑖𝑖 = 𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖 ∈ 𝑅𝑅𝑛𝑛 and  𝑓𝑓 is the logistic loss function given by 
                                                        𝑓𝑓(𝑧𝑧) = 𝑙𝑙𝑙𝑙𝑙𝑙( 1 + 𝑒𝑒𝑥𝑥𝑒𝑒( − 𝑧𝑧))                        (3) 
Combining (2) and (3) yields the following equation:  
    ∑ 𝑙𝑙𝑙𝑙𝑙𝑙 p r (𝛼𝛼,𝛽𝛽)𝑖𝑖𝑚𝑚

𝑖𝑖=1 = −∑ 𝑙𝑙𝑙𝑙𝑙𝑙( 1 + 𝑒𝑒𝑥𝑥𝑒𝑒− (𝑚𝑚
𝑖𝑖=1 𝛽𝛽𝑇𝑇𝑎𝑎𝑖𝑖 + 𝛼𝛼𝑦𝑦𝑖𝑖)))                     (4)        

  
The logistic loss is the negative of the log likelihood function. Hence the average logistic 
loss is found as 

𝑙𝑙𝑎𝑎𝑎𝑎𝑎𝑎(𝛼𝛼,𝛽𝛽) =
1
𝑚𝑚
�𝑙𝑙𝑙𝑙𝑙𝑙( 1 + 𝑒𝑒𝑥𝑥𝑒𝑒(− (
𝑚𝑚

𝑖𝑖=1

𝛽𝛽𝑇𝑇𝑎𝑎𝑖𝑖 + 𝛼𝛼𝑦𝑦𝑖𝑖)))              (5) 

The maximum likelihood estimation method is used to determine the parameters 𝛽𝛽 and 𝛼𝛼 
from the training data set, through solving the following convex optimization problem: 
                                                               min  𝑙𝑙𝑎𝑎𝑎𝑎𝑎𝑎(𝛼𝛼,𝛽𝛽)                                    (6) 
Finally, the solutions of (7) are used to form the following logistic regression classifier.  
                                                     𝜑𝜑(𝑥𝑥) = 𝑠𝑠𝑙𝑙𝑠𝑠(𝛽𝛽𝑇𝑇𝑥𝑥 + 𝛼𝛼)                                (7) 
where 

                                                   𝑠𝑠𝑙𝑙𝑠𝑠( 𝑧𝑧) = �+1                                   𝑧𝑧 > 0
−1                                   𝑧𝑧 ≤ 0                              

2.2.  Naïve Bayes  
Naïve Bayes [9-10] is one of the most efficient and effective inductive learning algorithms 
for machine learning and data mining. It is a form of Bayesian Network Classifier based 
on Bayesian rule data. For the given training data set  𝑥𝑥 ∈ 𝑅𝑅𝑛𝑛    where 𝑥𝑥𝑖𝑖   is the 𝑖𝑖𝑡𝑡ℎ 
component in x, with an associated target variable    𝑦𝑦 ∈ {−1, +1}  as the paper is dealing 
with only binary classification. 
According to Bayes rule, the probability of 𝑥𝑥𝑖𝑖   given that it is classified as 𝑦𝑦 ∈ {−1, +1}  
is  

                                                             𝑒𝑒(𝑥𝑥𝑖𝑖|𝑦𝑦)  = 𝑝𝑝((𝑥𝑥𝑖𝑖).𝑝𝑝(𝑦𝑦|𝑥𝑥𝑖𝑖)
𝑝𝑝(𝑦𝑦) 

                   (8) 

By assuming all the components are independent, the probability of an instance    𝐸𝐸𝑘𝑘 = (𝑥𝑥1  
, 𝑥𝑥2  , …, 𝑥𝑥𝑛𝑛  )  where k = 1,2, …, m, given the value of the class as 𝑦𝑦 ∈ {−1, +1} is 

                                    𝑒𝑒((𝑥𝑥1  ,𝑥𝑥2  , … , 𝑥𝑥𝑛𝑛|𝑦𝑦)  = ∏ 𝑝𝑝((𝑥𝑥𝑖𝑖).𝑝𝑝((𝑦𝑦|𝑥𝑥𝑖𝑖)
𝑝𝑝(𝑦𝑦) 

𝑛𝑛
𝑖𝑖=1              (9) 

The instance E is classified as 𝑦𝑦 = +1 if and only if  
                                                      𝑠𝑠𝑏𝑏(𝐸𝐸𝑘𝑘) = 𝑝𝑝(𝑦𝑦=+1|𝑥𝑥1  ,𝑥𝑥2  ,…,𝑥𝑥𝑛𝑛)

𝑝𝑝(𝑦𝑦=−1|𝑥𝑥1  ,𝑥𝑥2  ,…,𝑥𝑥𝑛𝑛)
≥ 1                (10)                 

where 𝑠𝑠𝑏𝑏(𝐸𝐸𝑘𝑘) is called Bayesian classifier. 
 
 
2.3.  Random Forest  
A random Forest [20,21,32] is a machine learning technique that is used to solve regression 
and classification problems.  Random Forest shows an excellent performance with both 
small and high dimensional data sets with less training time. It is a supervised machine 
learning method that is constructed from a decision tree. It utilizes ensemble learning, 
which is a technique that combines many classifiers to provide solutions to complex 
problems. 
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A random Forest algorithm consists of many decision trees. Every decision tree is 
associated with a set of bootstrap samples of the features that are generated from the 
original data set. The sample set of the features is the same size as the original data. Each 
node of the decision tree is divided according to the entropy associated with a subset of the 
features.  Then an approach called the bagging (bootstrap aggregated) technique is used to 
select the best trees with a voting scheme. Bagging repeatedly selects a random sample of 
features with replacement from the training set and fits trees to these samples. Hence, the 
‘Forest’ generated by the random Forest algorithm is trained through bagging or bootstrap 
aggregating.  Applying of bagging results in high improvement in performance and gives 
substantial gains in accuracy than using individual classifier [33] 
The steps for construction random Forest are as follows: - 

1. Pic a bootstrapped sample of features from the original training data set. 
2. Build a decision tree using this bootstrapped sample. 
3. Select the number of N tree of tree you want to build. 
4. Predict the value of the class label y of each decision tree and assign the new data 

points to the category that wins the majority votes.  
5. Repeat the previous steps. 
6. Aggregate all predicted y values. 

These steps are shown in figure 1 
                                    Figure 1: Random Forest’ flow chart 

 
 
 
 
 
 
 
 
 
 
 

 

 

 

3      The Proposed Method 

In this paper, we propose a method based on two facts: first, logistic regression requires 
the features to be uncorrected, and second, usually, only a few features will be relevant 
when building the model. In the first step, we will take the number of features that equal 
the number of instances divided by 10 according to the rule. We will apply logistic 
regression to these features. We will keep the significant features for the second step. 

Bootstrap D sample of features 
f t  

Build decision tree on D 

Choose no N tree 

Predict values of y for all trees 

Averaging y 

END 
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Following that, we will add the next features, ensuring that the number of the added 
features plus the significant features does not exceed the number of instances divided by 
10. This procedure will be repeated until all features are selected for building the model. 
The classification accuracy of the model with be measure. This proposed method will be 
valid and effective when the number of significant features does not exceed the number of 
instances divided by 10. 

The procedure of the method is: - 

1- Count the number of the instances, say N. 

2- Choose number (N/10) starting from the first column.  

3- Built the LR on these features & test the significance using 𝛼𝛼 = 0.5. 

4- Count the number of the significant feature/s (S) out of these (N/10). 

5- Keep the significant features (S) and choose number of [(N/10) -S] features to perform 

step 3. 

6- Repeat 5 until all features have been selected. 

7- If the number S in step 4 is greater than (N/10), stop the procedure. 

8- Build the final model and compute it accuracy. 

  4      Materials and methods   

4.1      The data sets 

The data sets used in this study are composed of 16 data sets with binary class attributes, 
from the UCI repository (UCI Machine Learning Repository: Data Sets) and Kaggle at 
Kaggle Datasets. These data sets are of different types and sizes, five of them are almost 
balanced and the remaining eleven are unbalanced. six of them are considered as overfitted 
data sets as the number of the features is relatively larger than the number of the instances. 
Table 1 gives a numerical summary of the data sets. 
 

Table 1: summary of the data sets 
Data set Data size Number of variables Type of features Data type 

Breast cancer 683 9 Numerical  unbalanced 
Diabetes 768 8 Numerical unbalanced 
Liver disorder 345 6 Categorical+ Real balanced 
Spam 4601 57 Numerical unbalanced 
Ionosphere 351 34 Numerical unbalanced 
Heart 270 13 Categorical+ 

 
balanced 

German  1000 20 Numerical unbalanced 
Surgical-deepnet 9567 25 Numerical Unbalanced 
QSAR biodegradation 1054 41 Numerical Unbalanced 
Sports articles    1000 59 Numerical Unbalanced 

The overfitting data sets 
Sonar 208 60 Numerical balanced 

https://archive.ics.uci.edu/ml/datasets.php
https://www.kaggle.com/datasets/morriswongch/kaggle-datasets
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4.2 The performance measures  
The various performance metrics assess different tradeoffs in the predictions made by the 
algorithm, and it is possible for the learning algorithm to outshine in one metric while being 
suboptimal in others [33]. As a result, a range of machine learning metrics have been 
employed to evaluate the method's performance. The commonly used machine learning 
performance metrics include accuracy, specificity, sensitivity, precision, F-score, and 
Kappa. 
 
Furthermore, the ROC (receiver operating characteristic) visually compares the algorithm's 
performance across all possible probability thresholds. The ROC curve plots the observed 
sensitivity against (1-specificity) for every potential classification threshold. It also 
measures the algorithms' ability to distinguish instances of different classes. The strength 
of the ROC curve lies in its depiction of the classification model's performance as a curve 
rather than a single point. Therefore, we utilized the area under the ROC curve to compare 
the class probability estimators of the algorithms. 
 
4.3 Experimental Setup 
 
The experiment performed a binary classification of the data sets using logistic regression, 
naïve Bayes, and random Forest. The methods are applied in accordance with standard 
approaches. As the standard method for logistic regression, when the number of features 
is not much larger than the number of features, when the thumb rule is met. Most 
statisticians and researchers use the method in its standard form due to its simplicity and 
lack of expertise. For the overfitting data sets, we apply the proposed method for logistic 
regression because the standard form of logistic regression cannot be applied to such data 
sets. 
The original data set is divided into two sets for training and testing: 70 % of the data is 
used for training the model while 30% is allocated for testing the model. The statistical 
metrics are computed from the testing data. The ROC curve is also calculated from test 
data. For the overfitting data, the whole data is used for building the model and the 
statistical metrics are computed based on the training data. The proposed method has been 
applied using the above-mentioned procedure in SPSS 22. The results of the method on 
the overfitting data set are compared with the results of naïve Bayes and random Forest 
which are applied via R version 4.1.2 as well as the results of the logistic regression, naïve 
Bayes and random Forest on the data sets that are not suffering from overfitting. The ROC 
curve analysis and the nonparametric Wilcoxon signed ranked test is used to compare the 
performance of the algorithms.  

Digital Colposcopies 287 69 Numerical unbalanced 
Cervical Cancer 72 19 Numerical Unbalanced 
Students’ performance  145 31 Numerical Unbalanced 
Lymphography  142 18 Categorical  Balanced 
Musk(version1) 476 168 Numerical Balanced 



 
231                                                                                 SFM: A Sequential Fitting Method…             

5      Results, Analysis and Discussions  
The results of logistic regression, naïve Bayes and random Forest have been carried out 
using R version 4.1.2 available at Download R-4.2.1 for Windows. The R-project for 
statistical computing. while the results of the logistic regression on the overfitting data sets 
have been carried out using SPSS 22. 

5. 1 Performance by measures. 

The results of naïve Bayes, logistic regression and random Forest on the data sets for each 
machine learning metric are shown in Table 2, Table 3, and Table 4 respectively. 

Table 2 : The results of the performance measures for Naïve Bayes (NB) 
Data set  Accuracy Specificit

 
Sensitivity Precision F_score Kappa AUC 

Breast cancer 0.971 0.962 0.976 0.976 0.976 0.938 0.995 
Diabetes 0.770 0.577 0.868 0.852 0.860 0.464 0.822 

Liver disorder 0.631 0.687 0.528 0.475 0.500 0.210 0.629 
Spam 0.713 0.948 0.555 0.464 0.506 0.457 0.886 

Ionosphere 0.914 0.940 0.865 0.889 0.877 0.810 0.923 
Heart 0.815 0.790 0.837 0.818 0.828 0.628 0.847 

German 0.723 0.408 0.830 0.805 0.818 0.246 0.740 
Surgical-deepnet 0.795 0.756 0.820 0.8395 0.8298 0.537 0.880 

QSAR biodegradation 0.718 0.954 0.594 0.961 0.734 0.468 0.876 
Sports articles    0.813 0.646 0.914 0.816 0.861 0.580 0.849 

The overfitting data sets 
Sonar 0.731 0.595 0.887 0.857 0.702 0.471 0.842 

Digital Colposcopies 0.784 0.875 0.507 0.571 0.537 0.340 0.762 
Cervical Cancer 0.931 0.857 0.961 0.942 0.952 0.830 0.993 

Students’ performance  0.772 0.772 0.772 0.840 0.805 0.533 0.827 
Lymphography  0.845 0.901 0.771 0.839 0.869 0.570 0.893 
Musk(version1) 0.805 0.845 0.773 0.867 0.817 0.609 0.901 

 
Table 3: The results of the performance measures for logistic regression (LR) 

Data set Accuracy Specificity Sensitivity Precision F_score Kappa AUC 
Breast cancer 0.966 0.937 0.984 0.961 0.972 0.927 0.995 

Diabetes 0.783 0.577 0.888 0.804 0.844 0.480 0.819 
Liver disorder 0.660 0.731 0.528 0.516 0.521 0.258 0.740 

Spam 0.918 0.883 0.842 0.923 0.932 0.829 0.963 
Ionosphere 0.837 0.896 0.730 0.794 0.761 0.637 0.830 

Heart 0.790 0.737 0.837 0.783 0.810 0.577 0.834 
Surgical-deepnet 0.871 0.906 0.817 0.8849  0.8954 0.728 0.936 

German  0.740 0.421 0.848 0.812 0.828 0.282 0.728 
QSAR biodegradation 0.877 0.789 0.923 0.893 0.907 0.723 0.936 

Sports articles    0.828 0.709 0.895 0.814 0.867 0.618 0.867 
The overfitting data sets 

Sonar 0.813 0.790 0.833 0.812 0.822 0.624 0.876 
Digital Colposcopies 0.812 0.829 0.707 0.409 0.518 0.413 0.763 

Cervical Cancer 0.944 0.905 0.975 0.961 0.961 0.866 0.975 
Students’ performance  0.772 0.761 0.778 0.875 0.824 0.506 0.777 

Lymphography 0.838 0.828 0.845 0.877 0.861 0.667 0.937 
Musk(version_1) 0.859 0.840 0.874 0.877 0.876 0.713 0.938 

 

https://cran.r-project.org/bin/windows/base/
https://cran.r-project.org/bin/windows/base/
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Table 4: The results of the performance measures for Random Forest (RF) 
Data set  Accuracy  Specificit

  
Sensitivity  Precisio

  
F_score  Kappa AUC 

Breast cancer 0.980 0.975 0.984 0.984 0.984 0.959 0.994 
Diabetes 0.765 0.603 0.849 0.806 0.827 0.463 0.833 

Liver disorder 0.728 0.761 0.667 0.600 0.632 0.417 0.772 
Spam 0.942 0.890 0.977 0.930 0.953 0.878 0.982 

Ionosphere 0.923 0.955 0.865 0.914 0.889 0.830 0.967 
Heart 0.778 0.684 0.861 0.755 0.804 0.550 0.860 

Surgical-deepnet 0.943 0.888 0.979 0.9314 0.9218 0.879 0.982 
German  0.750 0.421 0.861 0.814 0.837 0.300 0.734 

QSAR biodegradation 0.880 0.807 0.918 0.901 0.909 0.732 0.933 
Sports articles    0.817 0.718 0.874 0.843 0.858 0.600 0.889 

The overfitting data sets 
Sonar  0.947 0.897 0.991 0.917 0.952 0.893 0.997 

Digital Colposcopies 0.892 0.977 0.634 0.900 0.744 0.678 0.974 
Cervical Cancer 0.944 0.857 0.980 0.943 0.961 0.862 0.994 

Students’ performance  0.786 0.597 0.909 0.781 0.841 0.530 0.841 
Lymphography 0.873 0.803 0.926 0.862 0.893 0.738 0.930 

Musk(version_1) 0.996 0.995 0.996 0.996 0.996 0.994 0.999 
 
5.2. The statistical analysis 
The nonparametric Wilcoxon signed _ranked test is performed for comparing the 
performance of proposed methods (SFM) logistic regression, the naïve bayes, and random 
Forest under all the metrics using 0.05 as a level of significance. The test is carried out 
using SPSS 22. The results of the p_values of comparing NB and LR, NB and RF, LR and 
RF are shown in Table 5, Table 6, and Table 7 respectively. 
 
Table 5 : The results of the Wilcoxon test of naïve Bayes (NB) and logistic regression (LR) 

 Accuracy  Specificity  Sensitivity  Precision  F_score  Kappa AUC 

P_value 0.088 0.514 1.09 0.623 0.171 0.103 0.379 

Table 6. The results of Wilcoxon test for naïve Bayes (NB) and Random Forest (RF) 

 Accuracy  Specificity  Sensitivity  Precision  F_score  Kappa AUC 

P_value 0.011 0.82 * 0.003 0.156* 0.007 0.013 0.006 

 

Table 7. The results of the Wilcoxon test for logistic regression (LR) and Random Forest (RF) 

 Accuracy  Specificity  Sensitivity  Precision  F_score  Kappa AUC 

P_value 0.009 0.32* 0.018 0.056* 0.006 0.007 0.002 

 

5.3. The ROC curve analysis 

The ROC curves for the naïve Bayes, logistic regression, and random Forest models are 
presented in the figures below. Figure 2 and Figure 3 display the ROC curves for the liver 
and spam datasets, respectively, serving as examples of balanced and unbalanced non-
overfitting datasets. On the other hand, Figure 4 and Figure 5 exhibit the ROC curves for 
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the solar and Lymphography datasets, respectively, illustrating balanced and unbalanced 
overfitting datasets. The relationship between the RUC values of the naïve Bayes, logistic 
regression, and random Forest models for these datasets is depicted in Figure 6, with the 
relationship for the overfitting data shown on the right side of the figure. Figure 6 
represents the AUC values for each dataset, following the same order as presented in Table 
1 for naïve Bayes, logistic regression, and random Forest. The figure demonstrates that 
random Forest consistently outperforms naïve Bayes and logistic regression for almost all 
the datasets. Furthermore, for the overfitting data, the proposed methods (SFM) logistic 
regression and naïve Bayes are very similar. To assess the statistically significant 
differences of AUC, the Wilcoxon signed ranked test is conducted. The p-value for 
comparing naïve Bayes and logistic regression is 0.379, indicating that there is no 
significant difference between these two algorithms. However, the p-values for comparing 
random Forest with naïve Bayes and logistic regression are 0.006 and 0.002, respectively, 
suggesting a high significant difference between random Forest and both naïve Bayes and 
logistic regression. Therefore, random Forest outperforms both naïve Bayes and logistic 
regression in terms of the area under the ROC curves (AUC). 
 
           Figure 2: ROC curve for liver.                            Figure 3: ROC curve for spam 

 
     Figure 4: ROC curve for solar                   

Figure 5 : ROC curve for Lymphography    
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Figure 6: The relationship of the RUC of the NB, LR and RF for the data sets

. 

5.4 Discussion  

In this study, various datasets with distinct characteristics were utilized, employing diverse 
machine learning measures to facilitate comprehension and the development of a 
comprehensive outcome. The overall findings of the experiments have demonstrated that 
the three algorithms exhibit satisfactory performance. According to Table_5, the p-value 
obtained from the Wilcoxon signed-ranked test, which compares the performance of naïve 
Bayes and logistic regression across all metrics, exceeds the level of significance. The 
minimum p-value observed for the accuracy metric was 0.088, indicating that there is no 
statistically significant difference in performance between naïve Bayes and logistic 
regression. On the other hand, Table_6 reveals that the p-values obtained from the 
Wilcoxon signed-ranked test, comparing the performance of naïve Bayes and random 
Forest across all metrics, are below the significance level of 0.05, except for the Specificity 
and Precision metrics, where the p-values are 0.82 and 0.156, respectively. These results 
suggest that there is a statistically significant difference in performance between naïve 
Bayes and random Forest; random Forest is performing better than naïve Bayes. The p-
values obtained for the Specificity and Precision metrics can be recognized to the bias of 
naïve Bayes towards the bigger class. According to the results obtained from Table_7, the 
p-values of the Wilcoxon signed-rank test for all metrics, except for Specificity and 
Precision, are below the significance level of 0.05. The p-values for Specificity and 
Precision are 0.32 and 0.056, respectively. These findings indicate a significant difference 
in performance between logistic regression and random Forest, with random Forest 
outperforming logistic regression. The p-values for Specificity and Precision suggest that 
logistic regression is biased towards the bigger class, like what was observed for the naïve 
Bayes method. Since the p-values for these metrics are lower than the p-values obtained 
when comparing naïve Bayes and random Forest, it can be concluded that logistic 
regression is less biased towards the bigger class compared to naïve Bayes. Random Forest 
performs better than both logistic regression and naïve Bayes, with a higher performance 
observed in 13 out of the 16 data sets, accounting for approximately 80% of the data across 
all measures. Although the statistical test does not show a significant difference between 
logistic regression and naïve Bayes, logistic regression performs better in 12 out of the 16 
data sets, representing approximately 75% of the data in terms of accuracy. 
The study also, demonstrates that the performance of naïve Bayes is influenced by the 
number of training data. Increasing the size of the data leads to a decrease in the 
performance of naïve Bayes, as observed in the spam and surgical data sets, which are the 
largest data sets. In contrast, naïve Bayes performs better for the heart data set, which is 
the smallest data set. Furthermore, the results indicate that both logistic regression and 
naïve Bayes exhibit bias in classification with respect to the bigger class. Random Forest, 
on the other hand, performs better for unbalanced data sets. Additionally, when the data 
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set is unbalanced and relatively small compared to the number of features, logistic 
regression does not perform well. This is evident in the ionosphere data set, which has the 
largest number of features. For overfitting data sets, logistic regression is not applicable. 
In such cases, the proposed method (SFM) is applied to these data sets, and the results are 
compared to those obtained by applying naïve Bayes and random Forest. The majority of 
the values of the area under ROC curves (AUC) for the three algorithms are closely aligned, 
as depicted in the right part of Figure 6. The only exception is the Lymphography data set, 
which is categorical in nature. This is because logistic regression becomes slightly 
confusing when applied to categorical data. Consequently, naïve Bayes and random Forest 
do not outperform the proposed method (SFM). 
 

6      Conclusion  

The paper presents a comprehensive comparative study that examines logistic regression, 
naïve Bayes, and random Forest as statistical algorithms for classifying and modeling 
binary data. The comparison is conducted using datasets of varying sizes and types. 
Various machine learning measures are employed to ensure a fair and clear evaluation, as 
different datasets may perform better for certain metrics while not performing well for 
others. The study applies the three methods using the standard approach commonly used 
in research. Additionally, the study proposes a new method to address the overfitting 
problem that renders logistic regression unsuitable for such data types. The results indicate 
that there is no statistical difference between naïve Bayes and logistic regression. However, 
there is a significant difference between logistic regression and random Forest, as well as 
between naïve Bayes and random Forest. Random Forest outperforms logistic regression 
and naïve Bayes, particularly for unbalanced datasets. The results also reveal that both 
logistic regression and naïve Bayes exhibit bias towards the larger class. Furthermore, 
naïve Bayes does not perform well when the training data size is large, while logistic 
regression struggles when the training data is small relative to the number of features. 
Moreover, the study concludes that the proposed method (SFM) successfully applies 
logistic regression to overfitting datasets and can compete with naïve Bayes and random 
Forest. 
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