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Abstract 

     This research identified factors affecting the productivity of oil palm 
fresh fruit bunches (FFB) in metric tons per ha (hectare). Current 
research rarely includes spatial and temporal aspects, so we proposed 
the modified Generalized Lasso, which can be used in the lag-
distributed regression by considering the adjacency of time lags and 
locations in the data. The modification is located in how the definition 
of the regression model and the penalty matrix in the Generalized 
Lasso, which considers the adjacencies between blocks and time lags. 
The method is applied on plantations in the Riau context in Indonesia. 
The oil palm management data used consists of 42 months of 
observations in 16 planting blocks spanning from 2020 to 2023. The 
response variable was the productivity of oil palm FFB, with predictor 
variables consisting of the number of rainy days, rainfall, the dosage 
of NPK fertilizer, and palm age. We compared our proposed method 
with standard Lasso. As a result, our proposed model obtained a 
smaller error value than the standard lasso models. It is indicated that 
the lag of the productivity variable and the lag of the number of rainy 
days influence the FFB productivity for almost all blocks.  

Keywords: fresh fruit bunches, lag distributed modeling, generalized 
lasso regression, spatio-temporal modeling. 
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1 Introduction 

The palm oil industry is a leading commodity that contributes to national foreign 

exchange in Indonesia. It is recorded that more than 13% of non-oil and gas exports 

and 3.5% of the national GDP contributors are generated from the oil palm 

plantation industry [1]. These economic benefits must of course be accompanied by 

sustainability initiatives to achieve the sustainable development goals by 2030. One 

of the ways to realize the principle of sustainability is by increasing productivity 

through precision farming, automation, or plantation intensification [2]. With the 

advance of technology, it is expected that the same optimal production of fresh fruit 

bunches (FFB) can be produced from relatively fewer inputs/production factors. In 

attempt to produce optimal FFB production, palm oil plantation companies 

generally conduct fruit survey (three times a year) to determine production 

projections. This survey activity costs a lot of money, resources, and manpower, 

yet the results are not necessarily 100% accurate. In order to increase the 

effectiveness and efficiency of harvest costs and reduce environmental risks, it is 

expected that forecasting analysis of FFB production can be carried out by the 

means of machine learning approach. 

Previous machine learning approach by Firdawanti et al. [3], namely random forest 

lag distributed regression, was conducted to identify factors that influence FFB 

production projections. As a result, the projection is strongly influenced by planting 

age, area, plant density, temperature lag-9, and humidity lag-10. However, it is 

necessary to study more deeply whether other production factors such as genetic 

material and maintenance techniques (fertilization) have a real influence on the 

production system considering that the highest production costs in palm oil 

production are fertilizer costs (more than 50% of the total costs). 

Meanwhile, it is documented that fertilizer application will help to increase oil palm 

productivity [4]. Aside from that, other determining factors that might affect the 

production of FFB are available radiation, CO2 concentration, temperature, 

planting material, planting density, culling, pruning, pollination, crop recovery, 

rainfall, soil type, topography, water conservation techniques, pest, and diseases 

[5], [15]. This research considers identifying factors which effected the FFB 

production in Riau Plantation according to the plantation block and some series of 

time points. 

With considerable amount of variables in the model, accompanied by a time series 

data type with several time points bring about a wide choice of analysis methods 

that can be carried out. This research seeks to develop a generalized lasso method 

in lag distributed regression modeling which can later be used in identifying 

influential variables. The Generalized Lasso method is a method for estimating 

parameters in a regression model that utilizes the regularization approach along 

with the penalty matrix based on certain tuning parameters, which can be used to 

reduce regression coefficients with adjacent structures [6]. This approach has 

enormous potential to be developed in lag distributed regression analysis efforts, 

considering that there are many applications of the Generalized Lasso method on 

time series data [7]. By using the Generalized Lasso method, we aim to identify a 
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 group of lag variables that affect response. This research also attempts to 

determine the appropriate method for selecting the tuning parameter to use in 

adapting it to the penalty matrix structure which cannot be partitioned using cross 

validation methods in general. In this case, approximate leave-one-out cross-

validation (ALOCV) [8] is proposed to be applied. 

 

2 Literature Review 

2.1 Lasso and Generalized Lasso 

Suppose a response variable vector 𝒚 ∈ 𝑅𝑛×1, predictor variable matrix 𝑿 ∈ 𝑅𝑛×𝑝, 

regression coefficient 𝜷 ∈ 𝑅𝑝×1 , and error vector 𝜺 ∈ 𝑅𝑛×1 , with a regression 

model 

𝒚 = 𝑿𝜷 + 𝜺. (1) 

 

The Lasso method was developed by Tibshirani [9] to estimate the regression 

coefficient 𝜷 by adding the 𝐿1 penalty. The estimated value of 𝜷 can be obtained 

by minimizing 

‖𝒚 − 𝑿𝜷‖2
2 + 𝜆‖𝜷‖1, (2) 

 

where ‖𝒂‖1 = ∑ |𝑎𝑖|𝑖  and ‖𝒂‖2 = √∑ |𝑎𝑖|2
𝑖 ; with 𝒂 denoting an arbitrary vector, 

and 𝜆 ≥ 0  is the tuning parameter. The 𝜆  is a value to reduce the estimated 

regression coefficient. If 𝜆 > 0 , then the regression coefficient will decrease 

towards 0, which is useful for selecting predictor variables. If 𝜆 = 0, then equation 

(2) will be equivalent to the OLS (ordinary least square) method for estimating the 

regression coefficient 𝜷. 

The Generalized Lasso method was developed by Tibshirani and Taylor [7] by 

adding a penalty matrix 𝑫 ∈ 𝑅𝑚×𝑝  to the penalty 𝐿1 . The penalty matrix 𝑫 

represents the geometric structure contained in the regression coefficient 𝜷. The 

estimated value of 𝜷  in the Generalized Lasso method can be obtained by 

minimizing 

 

‖𝒚 − 𝑿𝜷‖2
2 + 𝜆‖𝑫𝜷‖1, (3) 

 

In equation (3), it can be observed that if 𝑫 = 𝑰 , then this problem will be 

equivalent to the Lasso problem in equation (2). 

 

2.2 Approximate Leave-One-Out Cross-Validation Method 

One very important aspect in obtaining the appropriate estimated coefficients in the 

Generalized Lasso method is the selection of the optimal tuning parameter 𝜆. Zhao 
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and Bondell [10], applied the 𝑘-fold cross-validation (𝑘-fold CV) method with 𝑘 =
10 in the application of the Generalized Lasso method. However, the 𝑘-fold CV 

method has a fairly large bias in terms of prediction error [8] [11]. In addition, with 

spatio-temporal based data, partitioning the data into 𝑘-folds which damages the 

location and time structure is highly discouraged. This research applies approximate 

leave-one-out cross-validation (ALOCV), which is a method with a relatively 

smaller bias, with a low level of computational load [8]. 

Below, is the ALOCV algorithm using the Generalized Lasso method for selecting 

the optimal tuning parameter 𝜆 [8]. 

a. Estimate 𝜷 which is the solution of equation (3), 

b. Estimate 𝒖 which is the solution to the dual problem of equation (3), which 

can be expressed as: 

 
1

2
‖𝜸 − 𝒚‖2

2 𝑠. 𝑡.   ‖𝒖‖∞ ≤  𝜆 and 𝑿𝑇𝜸 = 𝑫𝑇𝒖. (4) 

 

c. Set aside rows in the penalty matrix 𝑫  that belong to the set 𝐸 =
{𝑠 = 1, … , 𝑚: |𝒖̂𝑠| = 𝜆}, to form submatrix 𝑫−𝐸, 

d. Form a matrix 𝑨 = 𝑿𝑩, where 𝑩 has the null space of 𝑫−𝐸, 

e. Compute 𝑯∗ = 𝑨𝑨+, where 𝑨+ is the Moore-Penrose inverse matrix of 𝑨, 

f. Calculate ALOCV error as follows: 

 

1

𝑛
∑ (

𝑦𝑐 − 𝒙𝑐
𝑇𝜽̂

1 − ℎ𝑐𝑐
∗

)

2

.

𝑛

𝑐=1

 (5) 

 

Where ℎ𝑐𝑐
∗  is the 𝑐-th diagonal of the matrix 𝐻∗. 

 

3 Modified Generalized Lasso for Lag Distributed 
Model based on Adjacency Blocks 

Technically, the Generalized Lasso method can be applied in many cases, 

depending on how we define the predictor matrix 𝑿 and the penalty matrix 𝑫. 

When 𝑿 = 𝑰 , the Generalized Lasso is generally applied to spatial smoothing, 

spatial clustering, and trend filtering. The applications of spatial smoothing and 

clustering could be found in [7] [12-16]. The application of trend filtering could be 

found in Kim et al. [17]. 

Moreover, the Generalized Lasso can be applied in the modeling analysis when 

𝑿 ≠ 𝑰. Some applications for modeling are in [10] [18-19]. This study focuses on 

the condition when the predictor matrix 𝑿 ≠ 𝑰. In practice, this study modifies the 

Generalized Lasso by considering to the lag distributed regression model and the 

adjacencies of each plantation block. 
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 Suppose the time series data {𝑦𝑡, 𝑥𝑡1, … , 𝑥𝑡𝑝} for time points 𝑡 = 1,2, … , 𝑇, 

then the lag distributed regression model with a maximum lag-𝐾 can be written as 

 

𝑦𝑡 = 𝛽0 + ∑ ∑ 𝑥(𝑡−𝑘),𝑗𝛽𝑘𝑗 + ∑ 𝑦(𝑡−𝑘)𝛽𝑘(𝑝+1)

𝐾

𝑘=1

+ 𝜖𝑡

𝐾

𝑘=1

𝑝

𝑗=1

, (6) 

 

where 𝐸(𝜖𝑡) = 0 and 𝑉𝑎𝑟(𝜖𝑡) = 𝜎2 [20]. In this case, this study also considers the 

adjacency between planting blocks. So, the regression model becomes 

 

𝑦𝑡 = 𝛽0 + ∑ ∑ ∑ 𝑥(𝑡−𝑘),𝑖,𝑗𝛽𝑘𝑖𝑗

𝐾

𝑘=1

𝑝

𝑗=1

𝐵

𝑖=1

+ ∑ ∑ 𝑦(𝑡−𝑘),𝑖𝛽𝑘𝑖(𝑝+1)

𝐾

𝑘=1

𝐵

𝑖=1

+ 𝜖𝑡 (7) 

 

where 𝑖 = 1,2, … 𝐵  is the index for the planting block. Based on this case, 

modifying the generalized lasso to estimate the regression coefficients of model (7) 

can be expressed as a problem 

argmin
𝜷

{∑ (𝑦𝑡 − 𝛽0 − ∑ ∑ ∑ 𝑥(𝑡−𝑘),𝑖,𝑗𝛽𝑘𝑖𝑗

𝐾

𝑘=1

𝑝

𝑗=1

𝐵

𝑖=1

−  ∑ ∑ 𝑦(𝑡−𝑘),𝑖𝛽𝑘𝑖(𝑝+1)

𝐾

𝑘=1

𝐵

𝑖=1

)

2

+ 𝜆‖𝑫𝜷‖1} . 

(8) 

 

The penalty matrix 𝑫 is defined as a combination of two aspects, the first stating 

the adjacency between blocks in a group of blocks, and the adjacency of the lag 

between predictor variables. 𝑫1 is defined as a diagonal block matrix indicating the 

adjacency between blocks for each predictor variable in model (8), which is 

expressed as: 

 

𝑫1 = [

𝑫𝑏 𝟎
𝟎 𝑫𝑏

⋯ 𝟎
⋯ 𝟎

⋮ ⋮
𝟎 𝟎

⋱ ⋮
⋯ 𝑫𝑏

], (9) 

 

where the matrix 𝑫𝑏 shows the adjacency between blocks in each block group. For 

example, blocks 𝐴1, 𝐴2, and 𝐴3 are in one group, then their adjacencies can be 

expressed as three rows in the matrix 𝑫𝑏. The first row contains the values -1 and 

1 in the columns corresponding to blocks 𝐴1 and 𝐴2 and the remaining components 

contain the value 0. The second row contains the values -1 and 1 in the columns 

corresponding to blocks 𝐴1  and 𝐴3  and the remaining components contain the 

value 0. The third row contains the values -1 and 1 in the columns corresponding 

to blocks 𝐴2 and 𝐴3 and the remaining components contain the value 0. These three 

rows can be written as follows: 
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𝐷𝑏 =

𝐴1 𝐴2 𝐴3 …

[

−1 1
−1 0

0 …
1 …

 0 −1
⋮ ⋮

1 …
⋮ ⋮

]
. (10) 

 

In addition, 𝑫2  is defined as a diagonal block matrix containing a sequential 

structure for adjacent lag of predictor variables, which is expressed as 

 

𝐷2 = [

𝐷𝑙 0
0 𝐷𝑙

⋯ 0
⋯ 0

⋮ ⋮
0 0

⋱ ⋮
⋯ 𝐷𝑙

], (11) 

 

where 𝑫𝑙 indicating the adjacency of lags on the same predictor variable, with each 

row defined as a connection between a pair of adjacent lags marked with elements 

-1 and 1, along with element 0 for the others [7]. As a result, the penalty matrix 𝑫 

can be expressed as 

𝐷 = [
𝐷1

𝐷2
]. 

 

(12) 

4 Data and Method 

4.1 Data Description 

This study uses secondary data, namely the productivity of oil palm FFB in 2020 to 

June 2023 which is observed every month in the oil palm plantations in Riau, 

Indonesia [21]. The smallest unit of observation in this study is the block. There 

were 16 blocks observed over 42 months, so there were 672 observations in this 

study. The predictor variables used are factors that are considered to influence oil 

palm FFB production [5]. The following is a list of predictor variables used: 

 

Table 1: List of Variables 

Variable Variable Name Type Unit Reference 

Y Productivity Numeric MT/ha  

X1 Palm age Numeric year [5] [22] 

X2 Rainyday Numeric days (Number of 

rainy days) 

[5] [23] 

X3 Rainfall Numeric mm/day [5] [24] [25] 

X4 Dosage of NPK 

fertilizer 

Numeric kg/palm/ha [5] [26] 

 

This study uses lag variables 1 to 12 for the Rainyday and Rainfall variables, also 

lag variables 1 to 12 for the Productivity variable as predictor variables in the model. 
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 In this data there are 16 planting blocks which are divided into 7 groups as 

shown in Table 2. In one block group, the location of each block in it is close to 

each other. On the other hand, between block groups, the locations are far apart. In 

this data, the block group that contains the most blocks are PNDEE which contains 

4 blocks. 

Table 2: Planting Blocks of Data 

Block Group Block Name 

PNDEC PNDEC16a 

PNDED PNDED16a 

PNDEE PNDEE10c, PNDEE11a, PNDEE15a, PNDEE20a 

PNDEF PNDEF09c, PNDEF20a 

PNDEG PNDEG14a, PNDEG16a 

PNDEH PNDEH16a, PNDEH17a, PNDEH18a 

PNDEI PNDEI13a, PNDEI14a, PNDEI15a 

 

4.2 Data Analysis 

a. Exploration of each variable using boxplot and histogram.  

At this stage, data exploration is carried out to see the distribution of 

productivity, palm age and NPK fertilizer dosage variables in the 16 existing 

blocks. Then, variables of number of rainy days and rainfall are displayed 

in histogram to see the distribution of the data. 

b. Apply Lasso regression. 

For identifying factors that affecting the productivity of FFB, firstly the 

Lasso [9] (according to equation (2)) is applied for estimating coefficients 

of the linear model: 

𝑦𝑡𝑖 = 𝛽0 + 𝑥1𝑖𝛽1𝑖 + ∑ ∑ 𝑥𝑡−𝑘,𝑗𝑖𝛽𝑘𝑗𝑖

12

𝑘=1

3

𝑗=2

+ 𝑥4𝑖𝛽4 + ∑ 𝑦𝑡−𝑘,𝑖𝛽𝑘5𝑖

12

𝑘=1

+ 𝜖𝑡𝑖 (13) 

where 𝑖 = 1,2 … 16  which indicates indices of block. The influenced 

variables are identified for each block based on non-zero estimated 

coefficients obtained. 

Next, 10-fold CV is applied to select optimum tuning parameter 𝜆 of Lasso 

for each block. Finally, the average CV-error for all is calculated as the 

goodness of fit value of the model. These Lasso modeling use R software 

with the "glmnet" package. 

c. Apply the Generalized Lasso. 

The modified Generalized Lasso is applied for estimating coefficients based 

on problem using our proposed model on equation (8). The 𝑫1 and 𝑫2 are 

defined as a diagonal block matrix for the adjacency between blocks for 
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each predictor variable and a sequential structure for adjacent lag of 

predictor variables, respectively. 

In this step, the optimum tuning parameter 𝜆 is searched using ALOCV as 

described in subchapter 2.2 and then calculated the CV-error as goodness of 

fit value of the model. The result is displayed using a heatmap clustering for 

easier understanding. The Generalized Lasso modeling use R software with 

the “genlasso” package. 

d. Interpretation of the results. 

This stage compares the modeling results based on CV-error between the 

estimated model coefficients with Lasso for each block and the Generalized 

Lasso. The best model is selected which has the smallest CV error. Then, in 

the best model, it is interpreted what variables influence the FFB 

productivity variable. 

 

 

5 Results and Discussions  

5.1 Data Exploration 

It is necessary to explore the data distribution as well as to compare them between 

the observed blocks for a better understanding before the modeling process.  Figure 

1 shows that there are slight differences among the productivity on each block, in 

terms of its median. Some blocks of the highest, which exceeds 2 MT/Ha, are 

PNDED16a, PNDEF20a, PNDEG14a, and PNDEG16a.  In contrast, block of 

PNDEF09c and PNDEI13a tend to yield the lowest productivity. However, blocks 

with lower productivity tend to have smaller variances. Overall, the average of 

productivity is 1.875 MT/ha with the standard deviation 0.531 MT/ha. In addition, 

some outliers are observed in several blocks. The planting block group with the 

highest productivity is the PNDEG group. In the PNDEE block group, productivity 

is quite diverse, with the lowest productivity found in PNDEE11a. However, the 

other blocks in the PNDEE block group have almost the same range of productivity 

values. 

Furthermore, Figure 2 demonstrates that based on its palm age, the blocks could be 

categorized into four groups: the lowest (median of 12 years), the middle lower age 

(median of 13 years), the middle upper age (median of 14 years), and the highest 

age (median of 15 years). There two blocks having the highest age, PNDEG14a and 

PNDEG16a. Meanwhile, the blocks with the youngest palm ages are in blocks 

PNDEE10c, PNDEF09c, and PNDEI15a. In the PNDEE block group, there is 

diversity in palm age. The lowest palm age is in PNDEE10c, followed by 

PNDEE11a and PNDEE20a, and PNDEE15a has the highest age range. Overall, 

the average of palm age is 13.66 years old with standard deviation 1.39 years old. 
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 In general, the palm age of all blocks tend to be identically distributed, that is 

right skewed with no outliers. 

In terms of the NPK dosage, each block tends to have different distribution (Figure 

3). It can be portrayed that most of them are left skewed. Moreover, it can be seen 

that the dosage tends to differentiate blocks into two groups: lower dosage (median 

value of about 4 kg/palm/ha), and the higher dosage (median value of about 6 to 7 

kg/palm/ha). The highest dose is in the PNDED16a block, while the lowest dose is 

in the PNDEH and PNDEI block groups. The PNDEH and PNDEI block groups 

have a relatively lower NPK dose range compared to the other block groups. On 

average, the NPK dose for all blocks reached 3.892 kg/palm/ha with a standard 

deviation of 2.713 kg/palm/ha. 

Figure 4 displays the histogram of the variable number of rainy days (Figure 4(a)) 

and the rainfall variable (Figure 4 (b)). In both histograms, it can be seen that the 

distribution is skewed to the right. There is an extreme value for the rainfall variable, 

namely 577 mm/day. This is unsurprising because it is quite common to observe 

the large extreme value of rainfall. Based on this data, the average value of the 

number of rainy days reached 16.48 days with a standard deviation value of 3.60 

days. The rainfall variable has an average of 218.86 mm/day with a standard 

deviation of 90.04 mm/day. 
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Fig 1: Boxplots of productivity (MT/ha) for each block 

 

 

 

 
Fig 2: Boxplots of palm age (year) for each block 
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Fig 3: Boxplots of NPK dosage (kg/palm/ha) for each block 

 

 

 

  
(a) (b) 

Fig 4: Histogram of (a) number of rainy days (day) and (b) rainfall (mm/day) 
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5.2 Result of Lasso Regression for Each Block 

Modeling was conducted by using variables derived from lag-1 to lag-12 from the 

variables of the number of rainy days and the average rainfall. Also, the modeling 

was carried out using the lag-1 to lag-12 variables of the productivity variable as 

predictor variables according to model (13). 

The Lasso method was applied to estimate the coefficients of the model (13) for 

each block. This case dismissed the adjacency between blocks in the block groups. 

The value of 𝜆 in the Lasso is determined using a 10-fold CV. The Table 3 displays 

the estimated coefficients of the variables resulting from modeling using Lasso. 

Table 3: Coefficient estimates of lasso regression for each block 

Block X1 X2_lag7 X2_lag8 X2_lag9 Y_lag1 Y_lag11 Y_lag12 

PNDEC16a 0.1323 0 0 0 0 0 0 

PNDED16a 0.1429 0.0112 0 0 0 0 0 

PNDEE10c 0.0862 0.0095 0.0044 0.0152 0 0 0.2185 

PNDEE11a 0.1076 0 0 0 0 0 0 

PNDEE15a 0.1281 0 0 0 0 0 0 

PNDEE20a 0.1431 0 0 0 0 0 0.0182 

PNDEF09c 0.0822 0 0.0067 0 0.1364 0 0.0807 

PNDEF20a 0.1369 0 0 0 0 0 0 

PNDEG14a 0.1136 0 0 0 0 0.0544 0.0934 

PNDEG16a 0.1231 0 0 0.0040 0 0.0004 0.1013 

PNDEH16a 0.1268 0 0 0 0.0205 0 0 

PNDEH17a 0.1201 0 0 0 0.0458 0 0 

PNDEH18a 0.1219 0 0 0 0 0 0 

PNDEI13a 0.0976 0 0 0 0 0 0 

PNDEI14a 0.1043 0 0 0 0 0 0 

PNDEI15a 0.1141 0 0.0005 0 0.1558 0 0 

 

Based on the Table 3, it can be obtained that the productivity of oil palm FFB in all 

blocks is affected by the palm age. Other influencing factors are the number of rainy 

days in the previous 7 to 8 months, as well as the productivity value of oil palm 

FFB itself in the previous 1 month and 11 to 12 months, which varies in certain 

plant blocks. In detail, the variable number of rainy days in the previous 7 months 

impacted the productivity of FFB oil palm in blocks PNDED16a and PNDEE10c. 

Meanwhile, the number of rainy days in the previous 8 months affected FFB oil 

palm productivity also in the PNDEE10c block, along with the PNDEF09c and 

PNDEI15a blocks. The number of rainy days in the previous 9 months also affects 

the PNDED16a block and the PNDEG16a block. The FFB oil palm productivity 

variable in the previous month had an effect on blocks PNDEF09c, PNDEH16a, 

PNDEH17a, and PNDEI15a. Apart from that, FFB oil palm productivity in the 

previous 11 months and 12 months had an effect on the PNDEG14a and 

PNDEG16a blocks. Furthermore, FFB oil palm productivity in the previous 12 
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 months also affected blocks PNDEE10c, PNDEE20a, and PNDEF09c. As a 

result, these models have an average CV-error of 0.249.  

 

5.3 Result of the Generalized Lasso in the Modified Model 

Based on our modified model in (8), the Generalized lasso is carried out with a 

penalty matrix 𝑫 with dimensions of 1164 ×  608. The format of the predictor 

matrix 𝑿 is also adjusted based on the embedding blocks which are arranged in 

diagonal blocks, so that the dimensions are 672 ×  608. By using the ALOCV 

method [8], a value of 𝜆 = 252.6 is obtained with a CV-error value of 0.204 and 

degrees of freedom of 56. Figure 5 describes the line plot between ALOCV-error 

with 𝜆. 

 
Fig 5: Line plot of ALOCV-error based on value of 𝜆 

 

The Generalized Lasso is applied based on the 𝜆 selected with ALOCV. The results 

of which are summarized in a heatmap plot with hierarchical clustering is displayed 

in Figure 6. As a result, there are three clusters of variables, namely Cluster 1 for 

variables which is a collection of variables that have a relatively strong influence 

which contains the productivity variable for lags 1 to 12. Cluster 2 for variables is 

a collection of variables that have a moderate influence in the model, which contains 

the variable number of rainy days from lags 1 to 12. And cluster 3 for variables 

contains the remaining set of variables that have no influence in the model. Apart 

from that, there were also three block clusters formed. Cluster 1 for blocks contains 

blocks with relatively the same variable influence which consists of 12 blocks, 

namely PNDEE11a, PNDEE20a, PNDEE10c, PNDEE15a, PNDEF20a, 

PNDEF09c, PNDEH18a, PNDEH17a, PNDEH16a, PNDEI15a, PNDEI13a, and 

PNDEI14a. Cluster 2 for blocks contains blocks that do not have influential 

variables, namely blocks PNDED16a and PNDEC16a. Cluster 3 for blocks contains 

blocks PNDEG14a and PNDEG16a which have a negative influence on several 

variables in them. 

 

𝜆 = 252.6 
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Fig 6: Heatmap clustering of generalized lasso coefficient estimates 

 

In summary, based on these results, it can be seen that the lag variable of 

productivity and the lag variable for the number of rainy days influence the response 

variable for all blocks except for the block PNDED16a and PNDEC16a. In general, 

rainfall, palm age and NPK fertilizer dosage do not affect the response variable. 

5.4 Interpretation of the Results 

Based on the two modeling approaches used in this research, the Generalized Lasso 

model was chosen because it has a CV-error of 0.204 which is lower than the Lasso 

model (0.249). As a result, there are clusters of the same influence on the variables, 

and cluster into blocks with the same pattern. Based on these results, it can be seen 

that the variables rainfall, plant age, and NPK fertilizer dosage have no influence in 

the model for each block. Meanwhile, the lag of productivity variable and the lag 

of number of rainy days have influences in the model. In this result, the influence 

of the lag of productivity and the influence of the lag of the number of rainy days 

have a common influence in the model, therefore any lag can be selected to be used 

in the model. 

6 Conclusion  

This research developed the application of the generalized lasso in the case of 

distributed lag models which takes into account the adjacencies between lags on 

predictor variables and also the adjacencies between locations (blocks). In its 

application, the proposed method applied to oil palm FFB productivity data in Riau, 

Indonesia for 16 planting blocks, which was also compared with the Lasso 

regression method applied to each block. As a result, based on the CV-error values 

obtained, the model with our proposed Generalized Lasso was chosen as the best 

model because it has a smaller CV-error value. Thus, the variables that influence 
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 oil palm FFB productivity can be identified based on the planting block and 

the time lag of the influencing predictor variables, namely productivity at the 

previous time points and the variable number of rainy days along with its lag 

variables. 
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