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Abstract 

     The paper aims to use appropriate machine learning models on real datasets 
with signs of stroke to make predictions about whether a person is likely to have a 
stroke and make some necessary recommendations in the patient screening. This 
study also helps reduce treatment costs and supports remote patient treatment. In 
this study, we built a machine learning model to assist doctor in predicting a 
person's risk of Stroke after entering his/her medical examination data at the 
hospital are factors that cause stroke. People can use this model through an 
application to track their risk of Stroke. Combining input community data with the 
expertise of Stroke specialists, we built a dataset with relevant information to 
predict Stroke. Based on this dataset, we have statistically described the data 
characteristics as well as the correlated data parameters that may cause Stroke, 
then we use LightGBM the algorithm to build a machine learning model to predict 
whether a person to be able to prevent stroke from occurring. The obtained results 
are going to be applied to assist in predicting whether a person may have Stroke 
with the input of information about the signs of stroke as previously examined 
combined with medical practice knowledge about the disease. From this result, it 
is possible to continue researching and applying artificial intelligence to support 
diagnosis and treatment of Stroke.  

     Keywords: Lightgbm algorithm, Machine Learning, Stroke Prediction, Boosting 
Algorithm, Model Prediction. 

1      Introduction 

Machine learning is the engine which is helping to drive advances in the development of 

artificial intelligence. It is impressively employed in both academia and industry to drive 

the development of ‘intelligent products’ with the ability to make accurate predictions 

using diverse sources of data [1]. Today, the key beneficiaries of the 21st century explosion 

in the availability of big data, machine learning and data science have been industries 

which were able to collect these data and hire the necessary staff to transform their 

products. The learning methods developed in and for these industries offer tremendous 

potential to enhance medical research and clinical care, especially as providers increasingly 

employ electronic health records [2]. Two areas which may benefit from the application of 

machine learning techniques in the medical field are diagnosis and outcome prediction [3], 
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[4]. This includes a possibility for the identification of high risk for medical emergencies 

such as relapse or transition into another disease state [5], [6]. 

Stroke is the second leading cause of death, after ischemic heart disease, and accounts for 

9% of deaths worldwide. According to the World Health Organization (WHO), fifteen 

million people suffer stroke worldwide each year. Of these, more than 6 million die and 

another 5 million are permanently disabled [7]. 

In the past, strokes often occurred in older people. However, in recent years, there has been 

a significant growth in the number of stroke cases among younger age groups, including 

young people and children. This may be related to risk factors such as an unhealthy 

lifestyle, stress, and underlying medical conditions. Stroke is one of the leading causes of 

disability and death worldwide. It can cause serious consequences such as loss of mobility, 

loss of speech, loss of sensation and difficulty recovering [8], [9]. 

Therefore, the application of machine learning in clinical diagnosis for stroke prediction 

holds great potential. In this study, we utilized the LightGBM (Light Gradient Boosting 

Machine) machine learning model to predict the likelihood of an individual experiencing 

a stroke. Additionally, we employed various evaluation methods to assess the results 

obtained from the model, determine if it meets the set objectives, analyze the achieved 

metrics, and make decisions regarding the practical application of the analysis results. 

The remainder of this paper is organized as following. Section 2 introduces the data of 

stroke. Section 3 show algorithm using to build machine learning models and then analysis, 

evaluate the model and the experimental results of using our method for stroke prediction 

in our data. Section 4 is conclusion of the paper. 

2      Diagnostic Data for Stroke 

A stroke usually occurs suddenly when the blood supply to the brain is blocked, interrupted 

or impaired. Once there, the brain is deprived of oxygen, nutrition, and brain cells begin to 

die within minutes. People who have had a stroke are at high risk of death if they are not 

detected and rescued in time. This is one of the most dangerous and common neurological 

pathologies [9], [10]. 

Therefore, understanding the risk of stroke and performing primary prevention are 

critically important. For training and testing the machine learning model, we utilize a stroke 

prediction dataset collected from patients coming for medical examination at hospital 175 

in Ho Chi Minh city. The raw dataset consists of 242701 observations (rows) and 27 

features (columns). Each observation corresponds to one patient, and the important 

features are variables about the health status of each patient. 

2.1      Data preprocessing 

The raw data initially contained many unnecessary fields for the machine learning process 

and several fields were not standardized. We proceeded to eliminate meaningless fields 

from the existing 27 fields [17]. Given the diverse nature of the job categories, we created 

a 'work_type' field containing relevant job groups, including: Other, Not working, Officer, 

Laborer, Selfemployed. After processing, the current dataset includes variables such as 

Gender, Age, Work_type, Hypertension, Heart_disease, Avg_glucose_level, BMI, 

Smoking, and Stroke. 

Descriptive statistics reveal that the dataset contains missing values specifically in the 

BMI, Smoking and Avg_glucose_level column. Due to the insignificant proportion of 
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missing values in the Smoking and Avg_glucose_level fields, we decided to remove 

records containing null values in these fields. However, for the BMI field, where there 

were a considerable number of missing values, we addressed this issue by filling the gaps 

with the median value of the same column. Additionally, we removed outliers with 

inappropriate BMI values, specifically those greater than 100, as they do not align with the 

standard BMI index. 

These steps were taken to ensure the dataset is cleaned and optimized for classification 

purposes. By incorporating the information from the variables, we can effectively explore 

the characteristics of both independent and dependent variables, facilitating the training, 

evaluation, and fine tuning of models. 

2.2      Data Visualization 

The target column's stroke has a value of either 1 or 0. There are 222845 patients with 

stroke value equal to 0, and 17198 patients with stroke value equal to 1. 

Figure 1. Distribution of Stroke Cases vs Non-Stroke Cases. 

From Figure 1, it is clear that every 7 people out of 100 people are having strokes from our 

sampling data. Moreover, this is a highly unbalanced data distribution, and null accuracy 

score of this distribution itself is 93%, which employs any dump model should randomly 

predictions of stroke could reach accuracy of 93%. 

The risk factors in high risk population of stroke can be divided into unpreventable factors 

and preventable factors. The former includes race, age, gender, and family history; the 

latter includes diabetes, hypertension, heart disease, hyperlipidemia, and smoking [10], 

[11]. The information about the factors influencing the risk of stroke such is visualized in 

Figures 2 and 3. 
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Figure 2. Visualizing distribution of continuous feature (age, avg_glucose_level, bmi). 

There is a strong correlation between age and the risk of stroke. From Figure 2, we can 

observe that older individuals are more prone to strokes compared to younger individuals, 

with the highest number of cases occurring between the ages of 55 and 75.  

Figure 3. Visualizing distribution of stroke risk by some features. 

The distribution of BMI follows a nearly normal distribution, but there are some values 

skewed to the right with fewer occurrences. The graph indicates that the majority of 

individuals attending medical appointments do not smoke. Due to the large number of 

unique data points in discrete features, obtaining detailed information becomes 

challenging. Therefore, we will convert features such as age, BMI, and avg_glucose_level 

into categorical features for visualization purposes. Individuals without heart disease have 

a higher risk of stroke compared to those with the condition. All stroke patients have high 

blood pressure, indicating a significant impact of hypertension on this condition. 
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Figure 4. Correlation analysis in the utilized stroke prediction dataset. 

Since the characteristics in the dataset are individual, it is necessary to analyze the 

correlations between features to examine the relationships among them, as well as their 

relationships with the target variable. 

From Figure 4, we can find that hypertension and age and stroke are strongly positively 

correlated. Since this dataset is for classification, it is important to check the correlation 

between stroke and other variables. Using the information, we can decide to use which 

variables to predict the stroke. 

3      Machine Learning Model 

3.1      LightGBM Algorithm 

Gradient boosting decision tree (GBDT) is a long-standing model in machine learning. Its 

main idea is to use a weak classifier, decision tree, and iterative training to get the optimal 

model, which has the advantages of good training effect and is not easy to over fit. 

LightGBM (Light Gradient Boosting Machine) is a framework that implements the GBDT 

algorithm and can be used for sorting, classification, regression, and various other machine 

learning tasks. Under the condition of not reducing the accuracy, the speed is increased by 

approximately ten times, and the memory occupied is reduced by approximately three 

times, which has the advantages of high training efficiency, low memory occupation, high 

precision, and support for parallelism, and GPU can be used to process large-scale data. 

[12], [13], [14]. 

LightGBM is fundamentally a learning algorithm based on a tree. While other such similar 

algorithms grow horizontal trees horizontally, Light GBM grows along leaf wise, or simply 
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put, vertically. The leaf with max delta loss will be chosen by the algorithm for growth. 

This helps reduce said loss in subsequent iterations. This also results in much better 

accuracy than existing gradient boosting algorithms [15]. However, the leaf-wise method 

can also lead to overfitting if not carefully controlled. Thanks to its remarkable advantages, 

LightGBM has gained widespread usage in various fields, including credit prediction, 

natural language processing, and data exploration [16]. 

The LightGBM algorithm [14] 

Input: 

Training data: D = {(χ1, y1), (χ2, y2), … , (χN, yN)},     χi ∈  𝜒, 𝑥 ⊆ ℝ, yi ∈  {−1, +1} 

Loss function: 𝐿(𝑦, 𝜃(𝜒)) 

Iterations: 

M; Big gradient data sampling ratio:a; slight gradient data sampling ratio: b; 

1:  Combine features that are mutually exclusive (i.e., features never simultaneously 

accept nonzero values) of 𝜒𝑖 , 𝑖 = {1, … , 𝑁} by the exclusive feature bundling (EFB) 

technique 

2: Set 𝜃0(𝜒) = arg min
𝑐

∑ 𝐿(𝑦𝑖 , 𝑐)𝑁
𝑖  

3: For m =1 to M do 

4: Calculate gradient absolute values: 

𝑟𝑖 = |
𝜕𝐿(𝑦𝑖 , 𝜃(𝑥𝑖)

𝜕𝜃(𝑥𝑖)
|

𝜃(𝑥)=𝜃𝑚−1(𝑥)

, 𝑖 = {1, … , 𝑁} 

5: Resample data set using gradient-based one-side sampling (GOSS) process: 

𝑡𝑜𝑝𝑁 = 𝑎 × 𝑙𝑒𝑛(𝐷);  𝑟𝑎𝑛𝑑𝑁 = 𝑏 × 𝑙𝑒𝑛(𝐷) 

𝑠𝑜𝑟𝑡𝑒𝑑 = 𝐺𝑒𝑡𝑆𝑜𝑟𝑡𝑒𝑑𝐼𝑛𝑑𝑖𝑐𝑒𝑠(𝑎𝑏𝑠(𝑟)) 

𝐴 = 𝑠𝑜𝑟𝑡𝑒𝑑[1: 𝑡𝑜𝑝𝑁];  𝐵 = 𝑅𝑎𝑛𝑑𝑜𝑚𝑃𝑖𝑐𝑘(𝑠𝑜𝑟𝑡𝑒𝑑[𝑡𝑜𝑝𝑁: 𝑙𝑒𝑛(𝐷)], 𝑟𝑎𝑛𝑑𝑁); 

𝐷 = 𝐴 + 𝐵 

6: Calculate information gains: 

𝑉𝑗(𝑑) =
1

𝑛
(
(∑ 𝑟𝑖 +

1 − 𝑎
𝑏

∑ 𝑟𝑖𝑥𝑖∈𝐵𝑖𝑥𝑖∈𝐴𝑖
)2

𝑛𝑖
𝑗
(𝑑)

+
(∑ 𝑟𝑖 +

1 − 𝑎
𝑏

∑ 𝑟𝑖𝑥𝑖∈𝐵𝑟𝑥𝑖∈𝐴𝑟
)2

𝑛𝑟
𝑗
(𝑑)

) 

7: Develop a new decision tree 𝜃𝑚(𝑥)′ on set 𝐷′ 

8: Update 𝜃𝑚(𝜒)= 𝜃𝑚−1(𝜒) +  𝜃𝑚(𝜒)  

9: End for 

10: Return 𝜃̃(𝑥) =  𝜃𝑀(𝑥) 
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3.2      Model for stroke prediction 

The stroke dataset from Hospital 175, Ho Chi Minh, Vietnam, after being processed, 

cleaned, and encoding the categorical features into numerical values, can be utilized as 

input for machine learning models. 

In practice, a problem can be approached by multiple methods, resulting in different 

models. Faced with such choices, we have conducted research and selected LightGBM, an 

algorithm that utilizes boosting techniques to create a powerful predictive model by 

combining multiple weak models into an ensemble. The prediction model is built using 

70% of the data for training and 30% for testing, which are randomly split from the dataset. 

Gradient boosting algorithms have been widely used to effectively address many machine 

learning problems, and one such algorithm is XGBoost, known for its speed and accuracy. 

However, LightGBM has gained more attention and is being used more frequently than 

XGBoost. LightGBM offers faster training speed and comparable model accuracy. 

Moreover, it provides users with more hyper parameters to fine-tune the model. Therefore, 

using the same gradient boosting technique, we trained and compared both the XGBoost 

and LightGBM models. Additionally, to gain a broader perspective, we also compared the 

LightGBM model with other machine learning methods such as Logistic Regression, Naive 

Bayes, and K Nearest Neighbors. The training and comparison results are presented in 

Table 1. 

The LightGBM model relies on the features extracted from the dataset. The selection of 

these features is often based on experience and cannot guarantee the best performance.  

The LightGBM algorithm helps in selecting important features based on their importance 

scores. One advantage of using gradient boosting is that after constructing the boosting 

trees, retrieving the importance scores for each feature is relatively straightforward. In 

general, feature importance provides scores that indicate the usefulness or value of each 

feature in building the boosted decision tree model. 

Table 1.  Comparison among the the machine learning model 

Models Accuracy Precision Recall F1-score ROC-AUC 

LightGBM 0.9287 0.99 0.9287 0.0027 0.5 

XGBoost 0.9286 1.00 0.9286 0 0.5 

Logistic Regression 0.9286 1.00 0.9287 0 0.5 

Naive Bayes 0.7411 0.72 0.9997 0.3548 0.86 

K Nearest Neighbors 0.8997 0.94 0.9444 0.2804 0.61 

It also helps in identifying a set of significant and meaningful features to include in the 

model, thereby improving prediction performance and reducing model complexity [10], 

[15]. We have ranked the importance of all variables in the LightGBM model to gain a 

better understanding of the role of each variable, as shown in the Figure 5. 

From Figure 5, it can be observed that the five most important variables in the prediction 

model are age, average glucose level, BMI, hypertension. These variables significantly 

contribute to predicting whether a patient is at risk of stroke or not 
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Figure 5.  Ranking of feature importance in the LightGBM model. 

3.3      Evaluation of the prediction performance of model 

3.3.1      Labels of figures and tables 

A learning curve shows how the generalization error, training error, and the complexity of 

a stochastic machine are interconnected. It reveals how the machine's performance 

improves with more training examples. By analyzing the learning curve, we can make 

informed decisions about the optimal training set size, model complexity, and potential 

regularization techniques to enhance the machine's performance. 

Figure 6.  LightGBM Learning Curve. 

From the Figure 6, it looks like there is an opportunity to stop the learning early, perhaps 

somewhere around epoch 5 to epoch 7. 

3.3.2      Confusion Matrix 

The confusion matrix in machine learning is used to evaluate the performance of a 

classification model. It provides an overview of the model's predictive ability by 
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comparing the model's predictions against the actual labels in the test dataset. The 

confusion matrix helps in assessing the model's accuracy, precision, recall, and other 

performance metrics by quantifying the number of true positives, true negatives, false 

positives, and false negatives. 

The predictive model using LightGBM for the stroke dataset consisting of 72013 records 

has a Confusion Matrix displayed in Figure 7. 

Figure 7.  Confusion matrix. 

The accuracy is the proportion of the number of correctly classified samples to the total 

number of samples in the given data. It is determined by the following formula: Accuracy 

= (TP + TN)/(TP+TN+FP+FN). The accuracy of the LightGBM machine learning model 

is 92.87%. 

4      Conclusions  

In this study, we have presented the steps of data analysis and the construction of a machine 

learning model using the LightGBM algorithm applied to the prediction of strokes from 

the stroke prediction dataset collected from patients coming for medical examination at 

hospital 175 in Ho Chi Minh city. With the machine learning model achieving a prediction 

accuracy of over 92%, it demonstrates significant promise for the future. 

With this approach, the proposed method leverages community data through surveys to 

assist the machine learning model in achieving higher accuracy, thereby supporting 

prevention, diagnosis, and treatment of diseases and reducing treatment costs. The machine 

learning model for predicting stroke risk is packaged and embedded into a web application 

to assist users in understanding their own disease susceptibility. Moreover, it aids doctors 

in using the application to communicate with patients and evaluate support for model 

enhancements through their expertise and practical results.  
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