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Abstract 

     E-learning personalization aims to deliver learning activities and 
materials that suits to learners’ needs. Therefore, the system must have 
the ability to analyze the profile and characteristics of each individual 
learner. Characteristics of learners, among others, can be identified from 
their behavior in using e-learning. Their most frequent learning resource 
accessed, their participation on discussions, and their assessment result 
are some of the variables from the activity logs that can describe their 
learning patterns. On the other side, learners’ behavior may change over 
time. This research aims to capture and analyze the dynamic learning 
pattern throughout the semester. The learning analytics are conducted 
using temporal clustering approach to identify the learning style, 
motivation, and knowledge abilities. This research performs two-level 
clustering analysis to acquire learning patterns from activity logs from 
Moodle Learning Management System using Self-Organizing Map 
(SOM) and k-Means. SOM enables visualization high dimensional data 
by projection to lower dimensions. The proto-clusters of SOM are then 
clustered using k-Means. The temporal clustering results show that the 
learning patterns of learners are changing over time.  

     Keywords: clustering, e-learning, learning analytics, Self-Organizing Map, 

temporal  
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1 Introduction 

Traditional learning generally provides unvarying learning for all learners in the same 

classroom. Meanwhile, the ability of learners and the way they learn in a class may 

vary. Limitations of time and number of instructors in a class are the common reasons 

that personalization is still difficult to apply on traditional learning. 

 In contrast, personalization is highly possible to be applied on e- learning [1]. 

Technology enhancement enrich learning to be held without face-to-face learning in a 

classroom by using e-learning. Currently e-learning is generally delivered though the 

internet which enables learners to study without limitation of place and time. With e-

learning, learning can be done individually. It means one's learning process would not 

interfere other learners’ learning process.  

 Since the purpose of personalized learning is to deliver learning that accommodate 

learners’ individual profile [2], the systems must first know the profile and 

characteristics of learners before deciding the suitable treatments to be delivered. This 

research analyses learners’ learning patterns from activity logs in using e-learning. The 

activity logs show the frequent e-learning learning resource accessed by the learners, 

their learning patterns, their participation level and performance. 

 Our research considers the possibility that learning pattern may shift over time. If 

learning pattern is only analysed once, the achievement progress and dynamic 

behaviour of learners throughout the semester could not be described. To get the 

detailed view and development process, our analysis is performed using temporal 

approach and performed multiple times throughout the semester. 

 This research identifies students’ learning patterns based on their learning style, 

motivation, and knowledge abilities factors. The factors were already defined in the 

Triple-Factor Approach [3]. Our research conducted the temporal analysis using two-

level SOM clustering [4]. Two-level clustering is used to handle large amounts of data. 

First, the clustering is performed using SOM that reduce data dimensionality which 

enables visualization the data [5]. In the second stage, the prototype vectors of SOM 

are clustered using k-means. Then, the clustering results are analysed to understand 

various learning patterns based on the three factors. 

2 Related Work 

2.1  E-Learning Personalization  

E-learning personalization has been applied according to analysis based on the 

learners’ activities. It requires understanding of individual learning pattern. The 

analysis on learning pattern should include information related to learners that needed 

by the system to present personalization, among others: frequent page accessed [6] [7], 
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time of access [6], preferred type of content [8], and participation on forum discussion 

[6] [7] [9]. There are at least two ways on analyzing learner [3]: question based and 

activity log based.  

 The question-based approach in understanding individual learning pattern requires 

learner to answer several questions that are prepared for learner profiling. Previous 

studies, among others [10] conducted learning style identification using Felder-

Silverman Learning Style Model (FSLSM) questionnaires. This approach takes time 

for learner to fill out the questionnaire and the result strongly depends on the sincerity 

of the learner in answering the questions. It is not practical to conduct multiple data 

gathering using questionnaires. 

 On the other hand, the interaction between learners and e-learning system that are 

stored in the activity logs can be analysed by utilizing learning analytic techniques. 

With this approach, learners are not consciously being analysed. Thus, the result is 

considered more natural. Learning analytics enables more collected information and 

allows the detection of a wider variety of learning pattern. 

2.2 Learning Analytics 

Learning analytics (LA) is defined as a series of measuring, collecting, analyzing, and 

reporting data and knowledge related to learners. It aims for improved understanding 

of the learning process and education in general [11]. Learning analytics utilizes 

methods, techniques, and approaches, especially data mining and statistics [12]. The 

methods are developed to collect data and analyze the behavior and performance of 

learners with the purpose of enhancing learning process [13]. 

 The methods that evolve in LA include prediction, association mining, and 

structural detection [14]. The prediction model is built to infer one variable data from 

some combination of other variables. Similar to our research, [6] used e-learning 

interaction data to analyze/predict students’ failure using time series and temporal 

decomposition.  

 Association mining aims is to discover the relationship among variables in the data 

set. In general, relationship mining includes, among others, association rule, 

correlation, sequential pattern, and causal data mining [14]. [15] explored the 

correlation between time required by students on answering multiple choice quiz with 

their score.  

 Structural detection methods try to obtain structures in the data without first having 

an idea of what to look for. In this method, the structure is tried to be explored naturally 

from the data. Common techniques in structural detection include factor analysis, social 

network analysis, and clustering. The purpose of clustering is to find structures in 

which data are naturally divided into groups[14]. [16] observed patterns in the online 

environment using k-means and expectation-maximization (EM) algorithm. 
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 Learning analytics have already became an important part in e-learning 

personalization. [17] used genetic algorithm to arrange the recommendations regarding 

the course’s structure and students’ learning styles. Neural networks was utilized to 

classify learning styles in [18], the result was used for personalizing the user interface. 

Our current research utilizes temporal clustering techniques to obtain learning patterns 

based on the factors explained in the following section. 

2.3 The Triple-Factor Approach 

This research uses a holistic analysis of learning patterns based on the Triple-Factor 

Approach. The approach [3] mentioned that e-learning process is influenced by 

learning style, motivation, and knowledge ability factors. Learning styles can be 

defined as personal characteristic on how a learner perceives, interacts with, and 

responds to the learning environment [19]. The approach identifies learning style from 

learners’ actions in using e-learning [3]. 

 Motivation can be measured through various ways, including: self-report 

measurement and participation on online discussion [20]. The online discussions 

activity is reliant on learners' motivational development [21]. In line with [20] and [21], 

the Triple-Factor approach measured learners’ motivation level from discussion forum. 

The more often a learner doing the activity of the discussion forum shows the higher 

the learning motivation [3].  

 Knowledge ability level indicates the knowledge and ability of learners in 

understanding an information obtained through a learning or education [3]. Knowledge 

ability of learner can be identified from the evaluation of learning process. The 

common form of evaluation is by conducting series of assessments. In Triple-Factor 

Approach, knowledge ability can be measured from assessment such as quizzes. 

2.4 Self-Organizing Map 

A Self-Organizing Map (SOM) is a single layer Artificial Neural Network (ANN) in 

the form of low-dimensional grid (mostly in two-dimensional and rectangular or 

hexagonal grid) as the projection of high-dimensional data. The SOM can change their 

structure and function due to external stimulants [5]. In other words, SOM performs 

projection while following the distribution of the original datasets.  

 The basic principles of SOM are competitive and cooperative learning. It is called 

competitive since the neurons compete to each other for possession on each input. The 

neuron that is most alike to the input wins. The winner is called the best matching unit 

(BMU) [5] [22]. However, it is also a cooperative process. The winner neuron (BMU) 

modify their weights to adapt to the input. Neurons among this neighborhood then 

cooperate by also adjusting their weights as a response to the input [5] [23].  
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 In general, SOM algorithm can be illustrated as follows. First, the weights of each 

neuron are initialized. For each input vector that is randomly chosen from the dataset 

and fed to the network. The most similar neuron (BMU) to the input vector is computed 

by comparing their distance/similarity. The weights of the BMU and its neighbors are 

adjusted towards the input vector. 

 Our research utilizes SOM to obtain learning patterns based on Triple Factor 

Approach. The clustering is run on several times to acquire time-varying analysis 

regarding the evolving behaviour of learners. Several previous researches already 

discussed the time-varying structure on clustering.  

 [24] proposed dynamic clustering framework to analyse the evolution of structure 

and its cohesion. Meanwhile, [25] discussed on structure and topology of the SOM that 

changes over time. Our research focused on changing behavior of each data instance 

(learner) and the overall structure (learning pattern) obtained from SOM on time-

varying manners.  

3 Method 

The objective of this research is to conduct temporal pattern analysis based on e-

learning factors previously described in Section 2.3. The analysis is conducted on 

activity logs to obtain learning pattern and observe the change that may occurred on 

the pattern over time. This research is conducted through several step as depicted on 

Fig. 1. 

 

 
Fig. 1. Research steps 
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3.1 Data Pre-Processing 

Data pre-processing step begin by partitioning dataset based on time. The partition is 

based on factor and the temporal label. The temporal label was added to the log as a 

note that each record belongs to which temporal period. Table 1 explains the detailed 

of the datasets. 

 The temporal data were collected from the activity log at four periods of time. The 

dataset column lists that each factor is analysed based on four temporal datasets (LS 

for learning style, M for Motivation, and KA for knowledge ability). Therefore, there 

will be 12 datasets to be analysed. 

 

Table 1: Data partition 

Period Dataset Time Retrieved  Period of Log Used 

1 LS1, M1, KA1 End of 4th week Week 1 - week 4 

2 LS2, M2, KA2 End of 8th week Week 1 - week 8  

3 LS3, M3, KA3 End of 12th week Week 1 - week12 

4 LS4, M4, KA4 End of 16th week Week 1 - week16 

 

 Each factor contains some features retrieved from activity log. The selection of the 

features were based on basic principles of Triple-Factor Approach [3], related studies 

such as [6][7][9], and the available log of the case study. The data were retrieved from 

304 learners’ activity log in using Moodle LMS during a course in Faculty of Computer 

Science in Universitas Indonesia. After retrieving LMS log, the next step is 

transforming the log using Pentaho Data Integration to get the value of each feature of 

the factor explained in Table 2.  

 Learning style is recognized by the features describing activities on accessing LMS 

and following the course. Learners’ activities in forum discussion identify their 

motivation level. Meanwhile, the average and maximum grade of the learners in 

quizzes define the learners’ knowledge ability. 

 Higher value of these features indicates a better condition. In contrast to other 

features, the less value of interval between learner’s first quiz attempt and the first time 

the quiz is open indicates the better condition. Therefore, this feature is multiplied by -

1. The value of each feature then be normalized by the z-score formula. The clustering 

process was later performed on the normalized data.  
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Table 2. Triple factor features 

 

3.2 Clustering Analysis 

The analysis process was conducted by using two-level clustering. At the first level, 

the data was processed with Self-Organizing Map (SOM) algorithm to create prototype 

vector. For each dataset, a map with 7 x 12 (84 prototype vectors) with hexagonal 

lattice structure is trained. Furthermore, the prototype vector was used as input on the 

next cluster process. The second level used k-means to produce the final clusters. The 

obtained clustering result are analysed to acquire the learning pattern based on the 

temporal data on each factor. 

3.3 Visualization and Learning Pattern Analysis 

The trained map and the clustering results are then visualized. The visualization can 

describe the distribution of each attribute and the final cluster on the map. It helps the 

learning pattern analysis.  

 The obtained clustering result are analysed to discover unique structures that may 

appear. Our research analyses structure of each factor using component plane 

visualizations of all four temporal datasets. The following section describe the analysis 

result and the obtained findings. 
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4 Result and Analysis 

4.1 Component Plane Visualization  

The characteristics of each cluster can be analysed by observing the component plane 

visualizations. These visualizations show the distribution of each attribute value in the 

maps. The colour of the node shows the average value of the attribute on the node. 

Darker colours show a higher value, while bright colours indicate a lower value. A set 

of nodes that have similar patterns, tend to be grouped on the same cluster, due to 

topological preservation property of SOM. In this research, the analysis is conducted 

by observing the distribution of each feature in the resulting maps.  

4.1.1 Learning Style Factor Cluster 

Although the distribution of attribute values generated by the temporal datasets is not 

exactly the same, the four temporal dataset maps show a similar pattern in general. The 

first pattern shows learners who access learning activities very rarely through e-

learning. Figs. 2-5 show that the nodes located in the upper right area of the map show 

the brightest colors on all their attributes. This means that learners who are mapped to 

this region have characteristics of low course view, resource view, assignment view, 

and so on. Therefore, it can be concluded that these learners have inadequate learning 

style. 

 These visualizations also discover a region that contains learners who are 

frequently access the course page and the resource. This is shown by the darker node 

on ls_courseview and ls_resourceview attributes. This type of learners is in the 

lower left area of the maps (see Figs. 2-5). The maps also show that the attributes 

related to the quiz activity in the lower left area are also slightly darker. It means that 

these learners are frequent in accessing course and resource are also slightly active on 

quiz activities.  

 Another interesting cluster are learners who are very enthusiastic on quiz activity. 

The darkest node on ls_quizattempt, ls_quizmeanattempt, and ls_quizview 

attributes describe this kind of learners in Figs. 2-5. The attributes associated with quiz 

on the lower right area are a little darker than the lower left area. However, the 

ls_courseview and ls_resourceview attributes in the lower right area are 

relatively brighter than in the lower left area. It clearly visible on all dataset that learners 

who are very enthusiastic on quiz activity are on the lower right area of the maps. 

 Our analysis discovers another a group of learners who frequently access 

assignment page but are less enthusiastic on quiz activity. The component plane 

visualizations (Figs. 2-5) indicate that the most frequent learners accessing the 

assignment page are in the upper left nodes. Moreover, it appears that this region has 

the attributes associated with quiz are relatively bright. In contrast, learners who are 
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enthusiastic on quiz activity (lower right region) are less frequent on visiting 

assignment page. 

 The last cluster consists of learners who perform all activities but in moderate 

frequency. This cluster is located in the middle area which, in all attributes, show a 

slightly brighter color. This indicates that the learner mapped in the area tends to 

occasionally visit course page, assignment page, and resource page, and not too excited 

about quiz activities.  

 From the identifiable patterns of component plane visualizations, the number of 

clusters selected is five. They are: learners that very rarely access learning activities; 

learners that are very enthusiastic on quiz activities; learners that frequently access 

course and resource, and active on quiz activities too; learners that are very frequent 

accessing the assignment page, but less enthusiastic on quiz activities; and learners that 

perform all activities but in moderate frequency.  

 

  

  

 

 

  
Fig. 2. Component plane visualization for Dataset LS1 
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Fig. 3. Component plane visualization for Dataset LS2 

 

 

  

  

  

  
Fig. 4. Component plane visualization for Dataset LS3 
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Fig. 5. Component plane visualization for Dataset LS4 

4.1.2 Motivation Factor Cluster 

The method used in analysis of learning style is also applied to analyze the motivational 

factor. Figs. 6-9 show the distribution of each motivation factor attributes in the 

resulting map of all four periods. 

 

 
Fig. 6. Component plane visualization for Dataset M1 
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Fig. 7. Component plane visualization for Dataset M2 

 

 The Component plane visualizations on M1 and M2 show different positioning 

compared to the visualizations on M3 and M4. But the four maps tend to show the same 

pattern in their attribute information. The maps generally show three clusters of learner 

patterns identified by the area on the map.  

 The first cluster contains learners who rarely access discussion forums. This is 

visible from the top area of the map. Nearly all nodes in the upper area show bright 

colors in all attributes of this factor. 

 The second cluster consists of active learners in the discussion forums. In other 

words, the learners with this pattern participate actively in the discussions. This is 

indicated by areas with dark color on m_addpost and m_discussionadd attributes. 

The last cluster comprises learners who are quite frequent in accessing the discussion 

forum in passive way. This pattern is revealed in the area where the 

m_discussionview and m_forumview attributes are dark but the m_addpost and 

m_discussionadd attributes are light-colored. It means that the learners access the 

discussion forum regularly, but not active in posting or replying the message. 

 

 
Fig. 8. Component plane visualization for Dataset M3 
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Fig. 9. Component plane visualization for Dataset M4 

 

4.1.3 Knowledge Ability Factor Cluster  

 Fig. 10-13 show the distribution of the knowledge ability attributes on the SOMs 

of each period. The Component plane visualizations on KA1 and KA2 show different 

distribution of values compared to the visualizations on KA3 and KA4. Nonetheless 

the four maps tend to show the same pattern in their attribute information. The maps 

indicate four learner patterns shown by the area on the map. 

 

 

 
Fig. 10. Component plane visualization for Dataset KA1 

 

 
Fig. 11. Component plane visualization for Dataset KA2 
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Fig. 12. Component plane visualization for Dataset KA3 

 

 
Fig. 13. Component plane visualization for Dataset KA4 

 

  

 There are two extreme patterns identified from the generated map on all four 

datasets. The first pattern is the learners that have very low quiz grades. This is shown 

in the upper middle area. In the all four component plane visualizations, the upper 

middle area is generally the brightest than any other area on the map. 

 In contrast, another remarkable cluster comprises learners with very high quiz 

grades. This is indicated by dark-colored nodes in both ka_quizmaxgrade and 

ka_quizmeangrade attributes. These clusters are located in the lower right area of 

the KA1 and KA2 maps, and in the lower left area of the KA3 and KA4 maps. 

 In addition to these two extreme patterns, there are two areas whose characteristics 

are relatively similar but have different values. Both patterns can be identified as 

learners whose quiz grades are low and learners who have fair quiz grades. Learner 

with fair quiz grades is quite dark colored but not as dark as learner node that has very 

high quiz grades. Whereas, learner with low quiz grades is indicated by relatively light 

node (green). From Component plane visualization analysis, the selected number of 

cluster for knowledge ability factor is 4 (four) clusters. 

4.2 Clustering Results 

Different datasets obtain different maps. Nonetheless, all the datasets produce 

relatively similar patterns. The final clustering result in Motivation, Learning Style, 

and Knowledge Ability factor respectively are depicted in Tables 3-5. In the Learning 

Style factor, the four temporal datasets display the similar clustering structure. The 

maps consistently present five clusters of learners (see Table 3). The component plane 
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visualizations show the unique pattern of the five obtained clusters. This cluster 

patterns consistently appear in all datasets. 

 All four datasets produce three dominant clusters on Motivation Factor. The 

distinguishing characteristics can be seen on component plane visualizations: a cluster 

containing learner that rarely accesses forum discussions, a cluster containing passive 

user in forum discussions, and a cluster containing learner that show an active role in 

the forum discussions. Similarly, all datasets also produce same pattern in Knowledge 

Ability factor. The Knowledge Ability factor produces four clusters based on the quiz 

grades of the learners. 

 The difference between the cluster results between the four datasets is the number 

of nodes that belong to cluster. Likewise, in the learner grouped on the clusters. There 

is alteration in the number of learners incorporated in each cluster. Cluster changes on 

individual level are discussed in the following sub section.  

 

Table 3. Clustering result on learning style factor 

   Dataset 

LS1 

 

LS2 

 

LS3

 

LS4 

 

C
lu

st
er

 

LS_A 22 nodes 

101 learners 

33 nodes 

131 learners 

28 nodes 

117 learners 

32 nodes 

145 learners 

LS_B 

 

11 nodes 

60 learners 

11 nodes 

57 learners 

11 nodes 

54 learners 

10 nodes 

43 learners 

LS_C 

 

7 nodes 

23 learners 

14 nodes 

39 learners 

7 nodes  

16 learners 

8 nodes 

23 learners 

LS_D 

 

18 nodes 

53 learners 

7 nodes 

22 learners 

15 nodes 

44 learners 

7 nodes 

17 learners 

LS_E 26 nodes 

67 learners 

19 nodes 

55 learners 

23 nodes 

73 learners 

27 nodes 

76 learners 

Cluster Description 

LS_A: Learner that very rarely access learning activities 

LS_B: Learner that are very enthusiastic on quiz activities 

LS_C: Learner that frequently access course and resource, and active on quiz activities too 

LS_D: Learner that are very frequent accessing the assignment page, but less enthusiastic on 

quiz activities 

LS_E: Learner that perform all activities but in moderate frequency (not too often) 

 

 

  

A 

B C 

D 

E 

A A A 

E E E 
B 

B B C C C 

D D D 
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Table 4: Clustering result on motivation factor 

 

Table 5. Clustering result on knowledge ability factor 

 

 

 

 

 

 

Dataset 

KA1 

 

KA2 

 

KA3 

 

KA4 

 

C
lu

st
er

 

KA_A 

 

9 nodes 

44 learners 

11 nodes 

46 learners 

14 nodes 

51 learners 

9 nodes 

52 learners 

KA_B 

 

17 nodes 

18 learners 

20 nodes 

38 learners 

25 nodes 

42 learners 

22 nodes 

46 learners 

KA_C 

 

26 nodes 

56 learners 

31 nodes 

71 learners 

25 nodes  

66 learners 

36 nodes 

55 learners 

KA_D 

 

32 nodes 

186 learners 

22 nodes 

149 learners 

20 nodes 

145 learners 

17 nodes 

151 learners 

Cluster Description 

KA_A: Learner with very low quiz grades 

KA_B: Learner with low quiz grades 

KA_C: Learner with fair quiz grades 

KA_D: Learner with very high quiz grades  

 

 

 

 

Dataset 

M1 

 

M2 

 

M3 

 

M4 

 

C
lu

st
er

 

M_A 

 

59 nodes 

241 learners 

57 nodes 

238 learners 

60 nodes 

230 learners 

60 nodes 

234 learners 

M_B 

 

18 nodes 

52 learners 

20 nodes 

51 learners 

17 nodes 

46 learners 

13 nodes 

39 learners 

M_C 

 

7 nodes 

11 learners 

7 nodes 

15 learners 

7 nodes 

28 learners 

11 nodes 

31 learners 

Cluster Description 

M_A: Learners who rarely access discussion forums 

M_B: Learners who are quite frequent in accessing the discussion forum in passive way 

M_C: Learner who are active on the discussion forum 

A 

 

A 
A 

B 

A 

B B B C C C C 

B 
A

D 

A A A 

B 

 
B 

B 

C C 
C 

C 
D D D 
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4.3 Cluster Evaluation 

Clustering is an unsupervised learning, so it does not have a comparable label to 

measure the quality of the obtained structure. However, there are several parameters 

that can be used for cluster evaluation, among others, Davies Boudin index and the 

Silhouette index. Both Davies-Boudin Index [26] and Silhouette Index [27] combine 

intra-cluster distance and inter-cluster distance for each cluster.  

 In the Davies-Boudin Index, the best structure is indicated by lower index value. 

In contrast, higher value in the Silhouette Index shows a better cluster structure. This 

study uses both parameters as depicted on Table 6. Bold writing indicates the best 

value, while italic writing marks the worst value amongst different k (number of 

cluster). 

 

Table 6. Cluster evaluation 

Factor Dataset 

Davies-Boudin Index Silhouette Index 

Number of Clusters (k) Number of Clusters (k) 

3 4 5 3 4 5 

Learning 

Style 

LS1 1,262 0,988 1,091 0,292 0,139 0,367 

LS2 1,267 1,049 0,928 0,339 0,365 0,15 

LS3 1,267 1,001 0,977 0,305 0,204 0,378 

LS4 1,13 1,047 0,94 0,217 0,441 0,282 

Motivation 

M1 0,848 0,797 0,9 0,463 0,324 0,446 

M2 0,99 0,915 0,771 0,413 0,395 0,285 

M3 1,072 0,837 0,907 0,158 0,056 0,475 

M4 0,853 0,792 0,924 0,309 0,212 0,41 

Knowledge 

Ability 

KA1 0,59 0,572 0,636 0,682 0,683 0,605 

KA2 0,599 0,627 0,597 0,728 0,639 0,658 

KA3 0,571 0,626 0,594 0,691 0,7 0,646 

KA4 0,641 0,583 0,586 0,641 0,683 0,59 

 

 Second stage of clustering analysis (k-means) was experimented with varied k 

value, from 3 to 5 clusters. Table 6 shows that the values of the Davies-Boudin Index 

and the Silhouette Index on all clusters tend to fluctuate. The best and worst values are 

not always obtained by a certain k value. Accordingly, this research also analyzes the 

distribution of the value of the attributes in determining the number of clusters (see 

Subsection 4.1 and Subsection 4.2), while still considering Davies-Boudin Index and 

Silhouette Index values. 
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4.4 Changes in Cluster Assignment 

After the clusters were generated on each dataset, we analysed the cluster change by 

comparing the cluster result on each learner among datasets. For example, if a learner 

is mapped as member of a cluster on dataset 1 and identified as member of another 

cluster on dataset 2, then the learner is identified as experiencing cluster change. Table 

7 shows the cluster mapping changes between datasets. The column describes the 

dataset being compared. For example, column 1-2 refers to the number of learner 

experience cluster change from dataset 1 to dataset 2. This research analysed the change 

between two sequential dataset and the change learner may experience at least once 

through the semester.  

Table 7. Cluster mapping changes between datasets 

Comparison Between Dataset 1-2 2-3 3-4 1-2-3-4 

Learning style 
86 60 73 142 

28% 20% 24% 47% 

Motivation 
40 27 32 73 

13% 9% 11% 24% 

Knowledge ability 
83 38 42 115 

27% 13% 14% 38% 

Change on at least one factor 
163 108 118 227 

54% 36% 39% 75% 

 

 The obtained results may indicate that the cluster maps on one dataset compare to 

other datasets were very likely to change. The changes occurred generally in the overall 

activity within the online class. The cluster changes occurred in all factors and all 

datasets, although with varying percentages.  

 From the experiment, up to 75% of learner experience changes in learning patterns 

at least once in a semester on at least one factor. It indicates the high possibility of 

learner to have behaviour change over time. Therefore, it confirms that the learning 

pattern should be analysed periodically to apprehend the behavioural changes as well 

as the progress of learning process. 

5 Conclusion 

This paper has shown that Triple Factor Approach using Self-Organizing Map (SOM) 

method can discover learning patterns from activity logs. The Triple-Factor Approach 

allows understanding of learner behaviour based on different factors, namely learning 

style, motivation, and knowledge ability. SOM reduces data dimensionality which 

enables data visualization.  
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 While all four temporal datasets produced similar clusters’ structure, the 

visualizations of the component plane show the existence of unique cluster structures. 

Our methods can indicate that distribution of nodes to each cluster change over time. 

Moreover, the number of learners assigned in each cluster is also dynamic. Therefore, 

it is capable to discovers the learner's behavioural change. The result confirmed that 

their learning patterns are dynamic over time. The cluster changes occur on all factors 

and all dataset comparisons. 
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