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Abstract 

In this paper, a method is proposed to discriminate acronyms 
and their full names or expansions in scientific and technical 
literature abstracts by learning Wikipedia definition statements. 
Through this study, we aim to verify the effective utilization of an 
open knowledge base in the knowledge processing of domain-specific 
fields. Experimental results confirm that a noun phrase (NP)-type 
feature has better performance than a noun (NN) type feature in 
terms of precision rate. On the contrary, the results of measuring 
query response rate indicate that a single NN-type feature has better 
performance than an NP-type feature. We also verify that additional 
collocation information can contribute to improve the response rate. 
This study is mainly divided into three parts: 1) a process of sense 
discrimination is classified into many steps according to feature 
types; 2) the measured results are combined and processed; and 3) a 
data fusion-based incremental approach is proposed for sense 
discrimination. Through the method, we can adjust a precision rate 
to a certain level while considering classifier response rate. 

     Keywords: acronym, Naïve Bayesian, sense disambiguation, text mining, 
classification, data fusion, response rate, Wikipedia. 

1      Introduction 

Open knowledge bases such as Wikipedia and Freebase are developed based on 

the collaborative activities of Internet users. Common knowledge repositories that 

contain reliable high-quality information have provided many opportunities to 

numerous researchers to exchange and utilize knowledge. Moreover, knowledge 

bases are increasingly applied in knowledge engineering, text mining, linked data-

based data sharing, and data analysis based on big data, which has recently been 

emphasized [1-3]. 
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The purpose of this study is to analyze word senses of domain-specific scientific 

articles based on common knowledge built on Wikipedia, which is a typical open 

knowledge base. Accordingly, we determine the possibility of practical 

application in the area of knowledge bases. In particular, after extracting 

acronyms widely used to represent terminologies in scientific and technical 

literatures, a discrimination test is performed to estimate the expansion of 

acronyms practically by learning definitions in Wikipedia. Through word 

discrimination performance evaluation, we determine whether the sense 

discrimination process of heterogeneous resources using open knowledge bases is 

effective in various application studies, such as text mining and analysis. 

In Section 2, previous studies related to our study are described; data construction 

and an experiment environment are explained in Section 3. In Section 4, 

performance is evaluated through a variety of experiments, and relevant opinions 

are presented. Finally, the contributions of this study are briefly described, as is 

future research in Section 5. 

2      Motivation 

Jeong et al. [4, 5] presented a complex relationship between acronyms and their 

expansions extracted from scientific and technical literatures and Wikipedia, and 

discussed a sense discrimination issue in heterogeneous data environments 

(Fig. 1). They proposed combined performance in terms of the response rate and 

precision of queried input for word discrimination through several preliminary 

tests. This study also attempts to thoroughly measure performance from these 

aspects. Jeong et al. [6] performed a comparative study on the factor 

characteristics that can improve precision and reproducibility, and measured 

performance among stemmized nouns, noun phrases, and a fusion method that 

combines both, thereby proposing that the performance of F1 measure and break-

even point (BEP) is stable when a simple noun (NN)-type feature is used. Their 

study results indicated that the precision rate was about 90% with regard to 

semantic interpretation over heterogeneous resources with two different 

characteristics, thus leading to significantly high word sense discrimination 

performance. 

After reviewing previous studies, this study focuses on the response rate that 

indicates classifier response. In Wikipedia, response rate is defined as follows [7]. 

The response rate in survey research refers to the number of people who answered 

the survey divided by the number of people in the sample. In this paper, it means 

the number of acronym-expansion pairs which responded to the whole test 

document. 
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Fig. 1 Semantic network of acronyms with multiple expansions [4, 5] 

 

 

 

 

 

 

 

     

Hence, the important factor for classifier performance in the sense discrimination 

environment is determining a method to reduce non-response. In other words, it is 

important to measure the areas excluded from the first performance measurement 

because of sparsity, which is generated by lack of clues in response to a requested 

query. In previous studies, precision rate achieved a maximum of 90% in the 

discriminable data area, whereas it decreased significantly when indiscriminable 

areas were considered. In terms of practical perspective, increasing the processing 

performance of indiscriminable information because of the data sparsity problem 
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is crucial. Hence, managing user queries through latent semantics rather than 

exact string values in terms of information search perspective is consistent with 

the purpose of using a latent semantic index (LSI) based on singular value 

decomposition (SVD) [8]. 

3      Experimental Setting 

3.1      Data collection 

First, keywords associated with acronym information were acquired from the 

abstract parts of Wikipedia and NDSL (http://www.ndsl.kr/), S&T scholarly 

service. Then data collection is divided into a training set from Wikipedia only, 

and a test set from NDSL only. We eliminated acronyms out of the range of 

Wikipedia in advance (see Fig.2). 

Fig. 2 Specific acronym relationships between the representative resources 

    

  For the processing of feature selection, we extracted two types of terms, which 

were single noun type (NN) and noun phrase type (NP) and we used the Porter 

stemmer [9] as well as the Stanford POS tagger [10]. Collocation information 

(CL) was also built from the resources. The statistics are given in Table 1. 

 

Table 1: Data sets and statistics 

 Wikipedia (training set) NDSL (test set) 

Range (see Fig.2) A+B B 

Documents 108,236 102,108 

Acronyms 33,101 11,889 
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3.2      Classification method 

We use a Naïve Bayesian classifier based on a word sense disambiguation 

technique (WSD) as a baseline classification referring to the previous study [5]. 

P(expj) is a probabilistic value of the frequency number of all expansions with a 

specific acronym to the total frequency number of the acronym and P(cluem) is a 

probabilistic value of the frequency number of a clue with a specific expansion to 

the total frequency number of the expansion. Finally, a Naïve Bayesian classifier 

gives a correct expansion to the specific acronym by using the final theorem, 

Decide(exp). 

 

 

 

 

 

 

4      Experiments 

4.1      Trend of precision according to the number of expansions 

Prior to the main experiment, because the number of expansions per acronym 

varies greatly, changes in the overall micro-averaged precision according to this 

number were measured. As listed in Table 2 and shown in Fig. 3, performance 

decreased because the number of cases to be found became large as the number of 

categories (or expansions) to be discriminated increased. A maximum of 410 

expansions can be generated because the A+B area of the entire Wikipedia was 

applied for learning, as shown in Fig. 2. 
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Table 2: Comparison of precision according to the number of expansions per 

acronym 

# of Expansion 

(per Acronym) 
2 3~4 5~11 12~23 24~39 40~410 

NP 
precision 98.39 95.99 94.61 88.79 84.22 73.39 

# of feature 6,212 6,211 6,306 6,701 4,004 6,110 

NN 
precision 94.72 85.01 76.87 69.46 39.17 49.22 

# of feature 14,830 13,648 18,300 24,782 13,752 14,702 

CL 
precision 93.83 79.33 66.63 52.93 24.77 37.62 

# of feature 15,403 14,254 18,586 25,035 13,997 14,823 

 

0

10

20

30

40

50

60

70

80

90

100

2 3~4 5~11 12~23 24~39 40~410

T
h

e 
n

u
m

b
er

 o
f 

ex
p

a
n

si
o

n
s

Precision

NP

NN

CL

 

Fig. 3 Performance graph of precision according to the number of expansions per 

acronym 

 

4.2      Performance trend of precision and response rate  

In Fig. 4, the categories “Precision (incl. 1S)” and "Response (incl. 1S)” have only 

one expansion per acronym so that data of 100% precision are included in the 

measurement during the sense discrimination process. These data are included for 

statistical reference because they are frequently found in practical data. The 

number of test documents for the experiment is 102,108. When acronyms with 

only one expansion are included, the number will be 140,239. 
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Fig. 4 Performance trend of precision and the response rate 

 

 

Fig. 5 Comparison of overall performance according to feature types and data 

fusion 

(※Comp2: NP+NN, Comp3: NP+NN+CL) 

 

In this experiment, micro-averaged precision and the response rate are prioritized 

for measurement based on the three feature types of NN-type, NP-type, and CL-

type. We used the collocation information (CL) adjacent (within window size 3) 

to the basic features as additional information. In addition, modified F1 and BEP 

are used for overall measurements. Modified F1 is a measured value in which 

recall is replaced with response in the existing F1 score. To comprehensively 
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improve the performance of measured data, the composite scores of two types are 

added using the data fusion technique. The Comp2 type combines the NN+NP 

data, whereas the Comp3 type combines the Comp2+CL (NN+NP+CL) data 

(refer to Fig. 5). 

4.3      Discussion 

In summary, the experimental results indicate that the NP-based type provides 

discrimination based on noun phrases and the precision is high when matching is 

performed successfully, whereas the response rate is significantly low because of 

high sparsity. On the other hand, the NN-based type has a significantly high 

response rate, whereas its precision is comparatively low. The CL-type has lower 

precision, but a higher response rate than the NN-based type after surrounding 

information is added. Furthermore, after data fusion, Comp2 and Comp3 have an 

intermediate feature of NP and NN, respectively, subsequently exhibiting stable 

performance. Reflecting these characteristics, classifier features can be controlled 

by performing various steps. To increase performance based on strict matching, 

only NP information of the first step is required. In addition, to increase the 

response rate to user queries, either Comp2 that uses NN information via the NP 

step or Comp3 that uses CL information as well as NN information can be 

selected. However, given that CL information has a relatively large data amount 

and long processing time, it is unlikely to be effective in improving the classifier 

performance. 

5       Conclusion 

In this paper, we have aimed to find the most efficient method to disambiguate the 

sense of acronyms in scholarly papers under the use of the open knowledge base, 

Wikipedia. The following results were derived through experiments that consider 

various feature types. First, a text mining technique for processing domain-

specific information that utilizes open knowledge bases was found to be highly 

effective. It was found that performance degradation that occurs frequently when 

heterogeneous resources are used was insignificant when this technique was used, 

thereby providing valuable implication in terms of practical perspectives. Second, 

our study suggested that classifier features can be variably controlled through an 

incremental approach that uses various feature types and data fusion. In addition, 

further studies will be conducted constantly to increase discrimination 

performance and reveal and share generated data. 
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