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Abstract 

Artificial Neural Network which possessing self-learning ability has 
shown great promise in addressing problem of learning an artist 
style in generating facial caricatures. This paper presents Artificial 
Neural Network model to imitate a particular artist style and to predict 
a facial caricature configuration for a given original face image 
(photo). This paper also describes the data preparing process that 
proposes a modified procrustes superimposition method in deriving 
the datasets for the neural network model. The experiment is carried 
out to compare the modified procrustes superimposition method with 
the original one and to find the appropriate neural network structure 
that would yield the most accurate prediction results. Different 
datasets (N1, N2, and N3) derived from the same raw data but using 
the different method in preparing the dataset and different numbers 
of hidden nodes (6, 12, 18 and 24) are tested. The experimental result 
and its detail analysis are given and discussed. It proves that neural 
network has an ability to predict how the artist exaggerates the 
original facial feature point. Dataset N2 which use Modified 
Procrustes Superimposition method and the simple structure of a 
single hidden layer neural network, in which 6 is the number of 
hidden node, give the best accuracy of the prediction. 

     Keywords: Neural Network, Caricature, Face Image, Procrustes 
Superimposition, Artist Style, Exaggeration. 
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1      Introduction 

Facial caricature is a representation of the essence of a person face by exaggerating 

their distinctive facial features.  It is commonly used in wide variety ways in our 

daily life such as in the mobile and internet application.  The peoples can protect 

their identity and real image for security purposes from being manipulated by other 

peoples but at the same time the basic facial gestures still can be recognized when 

their caricature is used for social communication.  In order to produce a stylistic 

caricature that is very similar to the real artist’s work, the style of a particular artist 

and his works need to be learnt and considered in the process of generating facial 

caricature. However, the artist style, in how they exaggerate the facial features, is 

hard to be formulated and algorithmically coded.   Learning based method and 

machine learning technique provide a promising way to address this problem. Some 

related works have been done by [1] [2-5]. Liang et al. [1] proposed example based 

caricature system which use partial least square to estimate the distinctive facial 

features and the rate of exaggeration. Junfa et al. [2] employed Principle 

Component Analysis (PCA) and Support Vector Regression (SVR) to predict the 

caricature for the input face image. Liu et al. [4] further came up with non-linear 

mapping model which employed semi-supervised manifold regularization learning. 

Yang [5] proposed a learning based system which use locality preserving 

hallucination algorithm based on radial basis function regression to learn the 

relationships between the shape of the original photo and the caricature. Lai et al. 

[3] adopted Neural Network to generate caricature but has no numerical analysis on 

the accuracy of the result. The problems in using learning based method are limited 

data collection of face image-caricature pairs and inconsistency of the artist styles. 

However, neural network is capable to predict on the small datasets but requires 

some precaution to avoid any potential problem such as overfitting and also the data 

preparation process must provide significant information and good quality data for 

the neural network input since the quality of the input data into neural network 

models can affect the obtain results [6].   The different ways in preparing the dataset 

which is used as input and target output of the neural network model for this domain 

problem also may yield the different results. Therefore, the strong interest to find a 

way to produce high accuracy of prediction result and also to complete inadequacy 

of the work done by Lai et al. [3] have motivated this research. 

This paper purposes the best neural network structure in term of the hidden nodes 

number and the best way in preparing the dataset that will be used as input and 

target output of the neural network model in order to produce the best prediction 

accuracy result. The scope is only in front view facial contour. 

This paper is organized as follows: Computer Generated Caricature and Artificial 

Neural Network are briefly explained in section 2 and section 3 respectively. 

Section 4 presents the methodology of the experiment.  Data preparation is 

described in section 5 and the neural network model is explained in section 6. 
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Section 7 gives experimental result, detailed analysis and discussion. Lastly, section 

8 concludes the result with suggestion for further research. 

2      Computer Generated Caricature 

Facial caricature emphasizes the prominent features of a person by exaggerating 

those features in an appropriate way and simplifying others features to make it 

easily recognized and memorized for variety of purposes such as humorous, 

insulting or offensive. The basic things must presences in a caricature are 

exaggeration and likeness. The artists need to observe the prominent features of a 

person, exaggerate it with their own style and at the same time, maintain the likeness 

of the person. Not all people have a talent of drawing caricature and the underlying 

process is hard to be explained accurately. Therefore, computer generated 

caricature has become a challenging research topic. Computer generated caricature 

is studied to produce facial caricature automatically or semi-automatically using 

computer graphics and image processing techniques in order to assist not only the 

skilled user like artist but also those who do not have any ability in drawing 

caricature. It attempts to imitate how the caricature is drawn by the artist by 

converting the process of drawing caricature into the formula and algorithm that 

will be executed by computer.  The process of generating caricature by computer 

involves four steps. The first step is the facial feature points are extracted from the 

original face image (photo). Next, the prominent features are determined and then, 

exaggerate those features points to the new ones. Lastly, the original face image or 

sketch face is warped according to the new points or the new points are connected 

by line or curve to produce facial caricature [7]. In previous works, there are four 

approaches for generating facial caricature from the original face image (photo): 

interactive approach, regularity-based approach, learning-based approach and 

predefined database of caricature illustration approach [8]. 

In regularity based approach, the basic rule in drawing caricature is exaggerating 

the difference from the reference face. The reference face can be a standard face 

model  [9,10] [11] or an average face. Average face is widely agreed among the 

caricaturists and the researchers to be used as a reference face. [12-16] employ an 

average face derived from a collection of face images in database as a reference to 

determine the distinctive facial features.  It is based on the psychologies [17] that 

human beings have a “mean face” recorded in their brain, which is an average of 

faces they encounter in life. The artist determine the prominent features by 

comparing the facial features of a person to the mean face in their mind and found 

which feature is larger, rounder or smaller that make the person unique. The 

difference between original face image and the average face will be exaggerated to 

produce a facial caricature. It can be defined in Equation (1) below [18] [19]. 

                                         )(* SPbPQ −+=                          (1) 

where Q is generated caricature, P is original face images, S is the average face, b 

is the rate of exaggeration and (P-S) is the difference between original face image 
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and the average face. The average of face from the database of face images can be 

calculated as shown in Equation (2) [19].  
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where xi
(Pj) and yi

(Pj) are the x and y coordinates for the i-th feature point of the j-th 

normalized face data respectively. M is the number of face images in the database. 

N is the number of feature points in each face. 

3      Artificial Neural Network for Face Caricature 

Artificial Neural Network has been applied successfully in many problems related 

to the face such as in face ageing [20,21] , face recognition [22-24], face detection 

[25,26] and face reconstruction [27]. It is a robust approach and among the most 

effective learning methods to approximate extremely complex functions. The key 

features of Neural Networks are fault-tolerance, self learning ability, and can cope 

with complex non linear problem. It is applicable to any problem in which a 

relationship between input variables (predictor) and output variables (predicted) 

exist, even the exact nature of the relationship could not be known, very complex, 

not easy to interpret, and the data corresponds to noisy. These features are in line 

with the domain problem which attempt to learn the artist style in producing 

caricature. It is because the relationship between original face image and its 

correspondence caricature is not exactly known and how a particular artist 

exaggerates the distinctive features is hard to be quantified. Some of the previous 

works assume the relationship is linear [1,2], whereas others [3,4] believe the 

relationship must be non-linear. Very few works [3][28] use artificial neural 

network for generating facial caricature. 

Artificial Neural Network or Neural Network has been inspired by the biological 

learning system and it is a very much simplified version of biological neural 

systems [29]. It is built out of a densely interconnected set of nodes where each 

node has inputs, outputs and performs a simple computation by its node function. 

Each connection between nodes has its weight value. The simple and most popular 

network architecture is multilayer perceptrons [30], which nodes are arranged in a 

feedforward topology. There are three layers: input layer, hidden layer and output 

layer with n, k and m nodes respectively as shown in Fig. 1.  Xi represents the input 

variable, w and l stand for the weights, f and p represent the activation value and Z 

and Y stand for the output of the nodes.  The input layer nodes contain the values of 

the input variables. Each node in hidden layer and output layer is connected to all 

of the nodes in the preceding layer. This node performs computation to get 

activation value, fk by summing all (n) outputs of the nodes in the preceding layer, 

Xi which has been multiplied by its weight w, and adding the threshold, bias as 

shown in Equation (3). 
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Fig 1: Multiple Layer Perceptrons 

All inputs to one node come in at the same time and remain activated until the 

output is produced. To produce an output of this node, the activation value needs to 

pass through the activation function or transfer function.  The most common 

activation function is logistic function or sigmoid function as shown in Equation 

(4).  
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where Zk is the output of node k and fk is the activation value of node k. 

The objective of learning algorithm is to determine the weight values of the network 

that best fit to the data set and to minimize the prediction error made by the network 

so that the prediction result will be close to the target output. The prediction error 

can be known by comparing the output of the training result, Yk with the target 

output, Tk from the observation. The prediction errors of all the data training are 

combined together by an error function to produce the network error. The typical 

error function, E used for regression problem is mean squared error as shown in 

Equation (5).   
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where m is the number of output layer nodes, Tk is the target output, Yk is the output 

of the training result. Back propagation is the best known example and the easiest 

algorithm to understand. In backpropagation algorithm, the global minimum error 
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is sought iteratively through a number of epochs. In each epoch, the weights of the 

network are adjusted based on the network error and then the process of producing 

output repeats. The iteration is stopped when a given number of epochs have passed 

or when the acceptable level of error has reached or when no improvement in the 

error. There are many training algorithm used to find the minimum error such as 

gradient descent, conjugate gradient descent, quasi-Newton and Levenberg 

Marquardt. The Levenberg Marquardt is the fastest convergence for networks that 

contain up to a few hundred weights especially if very accurate training is required 

and is able to obtain lower mean square error than other algorithm. In addition, the 

Levenberg Marquardt is the most efficient algorithm for small- and medium-sized 

networks [31]. However, it requires a larger storage space. In this research, feed 

forward back propagation neural network with one hidden layer is employed to 

learn the relationship between the original face image and its corresponding 

caricature. The Levenberg Marquardt is chosen as the training algorithm due to its 

described advantages. 

4      Methodology 

The methodology of the experiment can be summarized as shown in Fig. 2. Some 

pairs of original face image (photo) and its corresponding caricature are collected 

and extracted into facial features points based on the landmarks that have been 

predetermined and then, all the landmark points are normalized using original or 

modified procrustes superimposition method. Datasets N1, N2, and N3 are 

generated from the different methods in data normalization. Dataset N1 is generated 

by Procrustes superimposition method, whereas dataset N2 and N3 are generated 

by the Modified Procrustes superimposition method. Dataset N2 differs to N3 only 

in the first step of the method. For each datasets, calculate the average face by 

averaging all the original face feature points. Then, calculate the difference between 

the original face to the average face and also the original face to its caricature that 

will be used as input and target output, respectively to the neural network model. 

The training process of the neural network with specific architecture and parameters 

is performed to get the value of weights and biases of the network. The neural 

network output is compared to the target output to find the accuracy of the output 

result. The training and testing process are done repeatedly for the different datasets 

and different number of hidden nodes to find the neural network structure and the 

dataset that would produce the most accurate prediction results. Lastly, the 

predicted facial caricature for the new image is acquired by adding the predicted 

output from the neural network to the original face feature points.  
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Fig. 2: Methodology of the Experiment 

5      Data Preparation 

5.1      Facial Landmarks Points Predetermination and Extraction 

There are thirty two pairs of original face images (photo) and its correspondence 

hand-drawn caricatures have been collected from internet. The caricatures are 

drawn by artist Pritchett [32]. The images need to be preprocessed to make it clear 

and sharp.  Only frontal view face images and face contour or shape are considered 

in this research. Facial feature points are extracted from the images basically based 
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on landmark-based geometric morphometric. Geometric morphometric is a 

quantitative approach to analyze shape and to study the variations in the shape 

geometry among various samples based on the Cartesian landmark coordinates [33]. 

Landmarks are a finite set of homologous points on the surface of an object that 

accurately describe the shape and correspond to each object that matches within all 

measured objects[34]. Landmark can be categorized as anatomical, mathematical 

and pseudo landmark[35].  

The number of anatomical landmarks for face contour or face shape is about 8 

points [36]. It is not enough to represent the face shape. Thus, Added landmark 

should be used to accurately describe the face shape. In this work, 24 landmark 

points are proposed to be used to represent the face contour as shown in Fig 3. The 

number of points used in the previous work is varies according to the purpose of 

their use [8] and usually ranges from 9 points [37] to 39 points [38]. In fact, there 

is no fixed rule or specific calculation to determine the exact number of the points 

that must be used in representing the face contour for all purposes. 

 

Fig. 3: Landmark Points on the Original Face Image 

High number of the points can represent the face features in more detail and can 

generate variety form of exaggeration but need high computation and storage 

complexity  [8] and vice versa for the lower number of points. The number of points 

used in this research is moderate and within the range of the number of facial feature 

points used by the pervious works. The same number of points as in [39] used in 

this research. However, the points used in [39] are just located equidistant along the 

face contour. On the other hand, the facial feature points in this research based on 

the region on the face and has significant biological meaning which each three 

consecutive points represent the boundary of part of the face for example point 6, 7 

and 8 represent boundary of the left cheek and point 9, 10 and 11 represent boundary 

of the left jaw as shown in Table 1.  

In addition, some of the points are referred to the inner part of the face for example 

point 6 and 20 refer to the corner of the eyes, point 8 and 17 refer to the mouth. The 

points on the face caricature that correspond to the points on the original face image 

are selected by observing the similarity of the gradient or the curvature of the face 

contour in both images (Fig. 4). 
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Table 1: Face landmark Points Description 

Points Description 

P24, P1, P2 Top forehead 

P3, P4, P5 Left forehead 

P6, P7, P8 Left cheek 

P9, P10, P11 Left jaw 

P12, P13, P14 chin 

P15, P16, P17 Right jaw 

P18, P19, P20 Right cheek 

P21, P22, P23 Right  forehead 

 

 

Fig. 4: Correspondence Points on the Face Caricature  

If there are similar corners, similar curvatures, or inflection points in both images, 

choose those locations as the correspondence points. Other parts of the face 

caricature are also used to ensure the selected point is on the right place. There are 

24 points marked manually on each image using Vextractor 9 software in order to 

ensure the accuracy of the data obtained. These points are numbered in 

anticlockwise direction starting with the point on the top of the forehead. The origin 

point (0, 0) is located at the bottom-left. Fig. 5 shows landmark points for several 

samples of the original face image.  
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Fig. 5: Landmarks points of several samples of the original face image (photo) 

Furthermore, the inner and outer corners of both eyes and the midpoint between 

eyes are marked as well. Those points will be used in normalization process and in 

generating datasets. Each features point has two coordinate values, x and y.  

5.2      Data Normalization 

Since the images of original face and facial caricature are in a variety of scales, or 

sizes, normalization is required so that all the landmark points are in the same scale. 

In this work, the landmark points are normalized using Procrustes Superimposition 

method to generate dataset N1, and using Modified Procrustes Superimposition 

Method to generate dataset N2 and N3. These different methods will be 

experimented to get the best dataset of the landmark points that lead to a better 

prediction accuracy.  

5.2.1      Procrustes Superimposition Method 

Procrustes Superimposition is a method to standardize the position, orientation and 

size of all the landmark configurations by translating them to the same centroid, 

scaling them to the same centroid size, and iteratively rotating until it shows a 

minimum sum of squared distances between the landmarks and their corresponding 

reference landmarks [33]. This method involves three steps: translation, isomorphic 

scaling and rotation. 

5.2.1.1  Translation 

All the facial landmark configurations are translated to the common center position. 

The origin (0, 0) is the most likely to be chosen as the common center position. The 

centroid of each landmark configuration is a mean value of x and y coordinates for 

all k landmarks in each configuration.  It is calculated from the sums of the x and y 

coordinates divided by the number of landmark, k as shown in Equation (6). 
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This centroid is subtracted from each facial landmark coordinates in the 

configuration to center it at the origin as shown below. 

���� = � −	��	 	 	 	 (7) 

Where, X is the matrix k x m of the coordinates of the k facial landmarks in m 

dimension. Xnew is the new coordinates of X centered at the origin.  ��  is the 

centroid coordinates. Fig. 6 shows the facial landmark configuration after 

translation. 

5.2.1.2    Isomorphic scaling 

All the facial landmark configurations are scaled to the common centroid size of 1 

(|x|=1). Isomorphic scaling is a linear transformation that changes the size of an 

object smaller or larger by a scale factor that is the same in all direction. The ratio 

of the object proportions is maintained.  

 

Fig. 6: Facial landmarks configurations after translation 

Centroid size is the square root of the sum of the squared distances between all 

landmarks and their centroid as shown in Equation (8). 

���
 = 	�∑ ���� − �̅
� +	��� − �	
����� 	 	 	 (8)	
Where, �� , ��  is the coordinates of facial landmarks. ��̅, �	
  is the centroid 

coordinates. The centroid size of each facial landmarks configuration that will be 

used as a scale factor is calculated using the equation above. In order to get the 

centroid size of 1 for all the facial landmark configurations, the facial landmarks 

coordinates are divided by the scale factor, S(x) as shown in equation below 

�� = � � 
���
�	     (9)	

Where, � is the matrix of the coordinates of the facial landmarks centered at the 

origin,  �� is the matrix of new coordinates of � and ���
 is a scale factor. Fig. 7 

shows the facial landmarks configurations after translation and scaling. 

Series1, 

1.95417, 

63.575

Series1, 

-

18.9458

4, 

59.875

Series1, 

-

37.4458

4, 

59.075

Series1, 

-

43.3458

4, 

45.075

Series1, 

-

42.0458

3, 

24.9750

1

Series1, 

-

42.3458

4, 

13.4750

1

Series1, 

-

42.5458

3, -2.325

Series1, 

-

41.9458

4, -

19.125

Series1, 

-

37.1458

4, -

30.225

Series1, 

-

31.5458

4, -

39.525

Series1, 

-

24.5458

4, -

51.025

Series1, 

-

10.2458

3, -

62.725

Series1, 

2.15416, 

-65.625

Series1, 

15.4541

7, -

62.225

Series1, 

24.3541

7, -

52.325

Series1, 

30.7541

6, -

41.825

Series1, 

36.1541

6, -

30.925

Series1, 

41.0541

6, -

19.125

Series1, 

41.7541

6, -2.425

Series1, 

41.0541

6, 

12.375

Series1, 

39.9541

7, 

25.875

Series1, 

37.6541

6, 

44.575

Series1, 

34.7541

6, 

58.4750

1

Series1, 

25.0541

6, 

72.075

Series1, 

1.95417, 

63.575

Series2, 

1.51666, 

53.9374

9

Series2, 

-

33.8833

4, 

54.4374

9

Series2, 

-

39.3833

4, 

46.9374

9

Series2, 

-

38.0833

4, 

37.4374

9

Series2, 

-

37.2833

4, 

23.0375

Series2, 

-

39.6833

4, 

12.5375

Series2, 

-

42.1833

4, -

0.66251

Series2, 

-

41.8833

4, -

13.5625

Series2, 

-

39.1833

4, -

25.6625

1

Series2, 

-

29.1833

4, -

42.3625

Series2, 

-

17.3833

4, -

44.7625

Series2, 

-

10.2833

4, -

54.0625

Series2, 

1.71666, 

-

53.8625

Series2, 

13.4166

6, -

53.4625

1

Series2, 

22.6166

6, -

43.8625

Series2, 

30.5166

7, -

40.8625

Series2, 

37.0166

7, -

25.7625

Series2, 

39.0166

7, -

13.9625

1

Series2, 

40.4166

6, -

0.3625

Series2, 

40.7166

6, 

13.1375

Series2, 

36.9166

6, 

23.1375

Series2, 

36.9166

6, 

37.6375

Series2, 

37.5166

7, 

50.3374

9

Series2, 

30.1166

6, 

60.6375

Series2, 

1.51666, 

53.9374

9

Series4, 

0.75, 

47.675

Series4, 

-12.95, 

46.775

Series4, 

-25.35, 

41.575

Series4, 

-32.75, 

32.275

Series4, 

-34.85, 

22.4750

1

Series4, 

-34.75, 

9.975

Series4, 

-35.25, -

2.025

Series4, 

-33.85, -

11.825

Series4, 

-31.35, -

22.225

Series4, 

-26.75, -

31.725

Series4, 

-18.25, -

38.725

Series4, 

-10.85, -

43.925

Series4, 

0.85, -

45.625

Series4, 

13.15, -

43.925

Series4, 

20.05, -

38.725

Series4, 

27.85, -

32.625

Series4, 

32.45, -

22.225

Series4, 

33.25, -

12.325

Series4, 

33.45, -

2.725

Series4, 

33.95, 

8.875

Series4, 

33.55, 

22.175

Series4, 

30.15, 

31.875

Series4, 

24.45, 

39.075

Series4, 

13.05, 

45.875

Series4, 

0.75, 

47.675

Series5, 

0.37083, 

73.5541

6

Series5, 

-

24.5291

7, 

71.8541

6

Series5, 

-

38.0291

7, 

65.1541

7

Series5, 

-

41.7291

7, 

46.3541

6

Series5, 

-

47.5291

7, 

34.4541

6

Series5, 

-

48.1291

7, 

13.9541

6

Series5, 

-

48.4291

7, -

1.14584

Series5, 

-

47.1291

7, -

16.7458

4

Series5, 

-

42.2291

7, -

35.9458

4

Series5, 

-

35.2291

7, -

49.6458

4

Series5, 

-

25.7291

7, -

59.5458

4

Series5, 

-

14.6291

7, -

67.2458

4

Series5, 

0.37083, 

-

69.4458

4

Series5, 

17.3708

3, -

67.0458

4

Series5, 

26.7708

3, -

59.6458

4

Series5, 

35.2708

3, -

49.8458

4

Series5, 

42.4708

3, -

35.9458

4

Series5, 

47.2708

3, -

17.5458

4

Series5, 

48.4708

3, -

0.84584

Series5, 

48.8708

3, 

13.7541

6

Series5, 

48.9708

3, 

33.4541

6

Series5, 

40.8708

3, 

45.4541

6

Series5, 

36.3708

3, 

61.5541

6

Series5, 

19.8708

3, 

71.0541

6

Series5, 

0.37083, 

73.5541

6

Series6, 

1.5125, 

51.6500

1

Series6, 

-

10.6875, 

51.2500

1

Series6, 

-

22.6875, 

47.0500

1

Series6, 

-

37.6875, 

41.0500

1

Series6, 

-

47.7875, 

31.7500

1

Series6, 

-

51.8875, 

21.1500

1

Series6, 

-

51.8875, 

6.25001

Series6, 

-

51.2875, 

-

11.2499

9

Series6, 

-

48.4875, 

-

26.3499

9

Series6, 

-

35.7875, 

-

42.1499

9

Series6, 

-

25.0875, 

-

51.0499

9

Series6, 

-

11.7875, 

-

60.7499

9

Series6, 

1.5125, -

62.3499

9

Series6, 

15.7125, 

-

60.7499

9

Series6, 

26.0125, 

-

50.9499

9

Series6, 

36.1125, 

-

41.7499

9

Series6, 

46.1125, 

-

26.9499

9

Series6, 

47.8125, 

-

13.6499

9

Series6, 

46.9125

1, 

5.05001

Series6, 

46.8125, 

20.8500

1

Series6, 

45.6125, 

32.2500

1

Series6, 

39.0125, 

40.8500

1

Series6, 

27.2125, 

48.1500

1

Series6, 

14.7125, 

50.6500

1

Series6, 

1.5125, 

51.6500

1

Series8, 

0.44584, 

19.7833

4

Series8, 

-

9.35416, 

25.0833

3

Series8, 

-

18.3541

6, 

36.1833

4

Series8, 

-

25.3541

6, 

29.3833

4

Series8, 

-

25.8541

6, 

20.6833

4

Series8, 

-

27.1541

7, 

14.8833

4

Series8, 

-

30.7541

7, 

7.28334

Series8, 

-

29.3541

6, -

3.41666

Series8, 

-

27.0541

6, -

15.8166

7

Series8, 

-

21.7541

7, -

25.9166

6

Series8, 

-

15.1541

7, -

31.1166

6

Series8, 

-

8.05416, 

-

34.3166

7

Series8, 

0.54583, 

-

35.1166

6

Series8, 

8.64584, 

-

34.0166

6

Series8, 

16.3458

4, -

31.5166

6

Series8, 

21.2458

3, -

26.3166

7

Series8, 

26.4458

4, -

15.5166

6

Series8, 

29.2458

3, -

4.41666

Series8, 

30.4458

4, 

5.78334

Series8, 

28.8458

4, 

13.4833

3

Series8, 

25.1458

4, 

18.9833

3

Series8, 

24.5458

3, 

22.7833

4

Series8, 

17.0458

3, 

21.8833

4

Series8, 

9.24583, 

21.2833

4

Series8, 

0.44584, 

19.7833

4

Series9, 

-

7.06744

1325, 

35.1067

8378

Series9, 

-

23.1373

9949, 

35.6781

3705

Series9, 

-

29.7578

7645, 

27.6256

9736

Series9, 

-

27.8521

732, 

17.8584

7817

Series9, 

-

26.3564

714, 

11.4630

3631

Series9, 

-

25.0014

3455, 

2.36255

7008

Series9, 

-

21.4385

5957, -

7.66582

3812

Series9, 

-

19.5257

7202, -

16.6647

8174

Series9, 

-

17.1919

4393, -

22.3538

7186

Series9, 

-

12.5698

6456, -

27.5054

6213

Series9, 

-

6.57601

0638, -

30.9341

9589

Series9, 

-

0.38534

324, -

33.6054

5723

Series9, 

8.07515

2179, -

34.2096

2382

Series9, 

16.4418

6604, -

30.2843

0864

Series9, 

19.0899

683, -

25.4276

0663

Series9, 

21.6163

9409, -

20.2389

4854

Series9, 

24.6923

806, -

14.2689

5633

Series9, 

25.2941

7927, -

7.24024

106

Series9, 

23.1692

2552, 

2.27590

6878

Series9, 

22.2993

2699, 

12.6211

1236

Series9, 

18.1834

254, 

21.8844

6478

Series9, 

16.9131

1518, 

28.0211

1292

Series9, 

15.6484

8207, 

34.7723

8235

Series9, 

5.43679

2622, 

40.7294

2848

Series9, 

-

7.06744

1325, 

35.1067

8378

Series10

, 

11.5853

223, 

50.5520

2465

Series10

, -

1.14151

9519, 

52.7718

2446

Series10

, -

13.2842

3846, 

49.5199

9778

Series10

, -

23.5230

7014, 

46.9575

6888

Series10

, -

29.3633

479, 

31.8850

3751

Series10

, -

33.4192

967, 

21.4294

5148

Series10

, -

38.5250

6113, 

5.98207

3271

Series10

, -

41.3067

4467, -

3.84401

6119

Series10

, -

42.4546

2405, -

15.4841

452

Series10

, -

38.6481

2702, -

27.4470

2864

Series10

, -

34.3017

4522, -

37.0714

1419

Series10

, -

26.8448

4028, -

47.0034

1947

Series10

, -

12.2520

2313, -

53.1434

476

Series10

, 

5.03955

5939, -

54.2618

8194

Series10

, 

15.6083

7935, -

49.8256

4956

Series10

, 

24.1013

1489, -

41.9338

7879

Series10

, 

31.3426

0787, -

33.2399

9152

Series10

, 

35.1962

1634, -

22.3271

6989

Series10

, 

36.6212

5261, -

12.5983

7492

Series10

, 

38.0843

0967, 

3.07418

5562

Series10

, 

39.9444

4075, 

16.9103

7783

Series10

, 

42.1344

3371, 

31.2861

8768

Series10

, 

32.7511

539, 

40.4313

4618

Series10

, 

22.6556

0517, 

47.3804

5574

Series10

, 

11.5853

223, 

50.5520

2465



 

 

 

 

53                                                               Neural Network Model for Prediction of 

 

Fig. 7: Facial landmarks configurations after translation and scaling 

5.2.1.3   Rotation 

All the landmarks configurations are iteratively rotated to eliminate the variation 

due to the difference of orientation. Firstly, the mean of all the landmarks 

configurations is calculated using the equation below. 

�	 = 	 �∑ � � �      (10) 

Where, �	  is the mean of the landmarks configurations, N is the number of 

configurations, �  is the coordinates of the landmarks of configuration j. Then, each 

facial landmarks configuration is aligned to the mean configuration of landmarks 

that is used as the reference configuration. The sum of square distances between all 

the landmarks, k and its corresponding reference landmarks is calculated by the 

equation below 

!��
 = 	∑ ���� − �̅�
� + ��� − �	�
�����     (1) 

Where, ���,��
 is the coordinates of the landmark i and ��̅�, �	�
 is the coordinates of 

the corresponding landmark i in the reference configurations. 

The coordinates of the facial landmarks after rotation by angle θ around the origin, 

�� are calculated as in the equation below. 

�� = 	� " #$% θ %&' θ
−%&' θ #$% θ(    (22) 

Where, � is the matrix k x 2 of the coordinates of the facial landmarks centered at 

the origin and has been scaled. The facial landmarks configuration is iteratively 

rotated by 0.2 degree in anti clockwise direction. If the value of D(x) is increased 

in the first cycle, the rotational direction is changed to clockwise. The rotation by 

0.2 degree is iterated for several cycles until the value of D(x) is a minimum that is 

less than 1x10e-8 or there is no downward change in the value of D(x) or the change 

is less than 1x10e-8.  Fig. 8 shows the facial landmarks configurations after 

translation, scaling and rotation. 
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Fig. 8: Facial landmarks configurations after translation, scaling and rotation. 

5.2.2     Modified Procrustes Superimposition Method 

In this work, modified procrustes superimpose method is proposed to get better 

facial landmarks coordinates data that leads to a better prediction accuracy. This 

modified method differs in how the differences in size and orientation are removed. 

This method also consists of three steps: translation, isomorphic scaling and 

rotation. The modification is done in scaling and rotation step. The translation step 

is the same as described in the earlier method (section 5.2.1.1) which all the 

landmarks configurations are centered at the origin by subtracting the landmarks 

coordinates with the centroid coordinates that is obtained from the average of all k-

landmarks in the configuration. 

5.2.2.1    Isomorphic scaling 

In this work, the distance between the two eyes center, instead of the centroid size, 

is used as a scale factor. The distance between eyes also has been used for 

normalization in generating facial caricature [3][12][40][41]. However, [41]) 

applied the distance between eyes center as a scale factor only to x direction, 

[12][41] use point between eyes  as an origin and others did not mention about 

translation [3][41] and rotation [3]. The center point of an eye is determined from 

the two eye corner points that have been accurately extracted from the face image. 

The center of an eye, Ci is calculated by subtracting the right corner point, rci with 

the left corner point, lci  , divided by 2 and then add it to the left corner point, lci  as 

shown below 

)� =	 �*�+,-�+

� + .#�    (3) 

Where i is left eye, l or right eye, r. The distance between the two eyes center is 

determined as below 

���
 = 	�"/)�* − )�-0� +	/)1* − )1- 0�(   (4) 
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where, /)�* , )1*0 is the coordinates of the center point of the right eye and /)�- , )1- 0 

is the coordinates of the center point of the left eye. The new coordinates of the 

landmarks configuration are obtained by dividing the landmarks coordinates by the 

distance between the two eyes center,	���
 as shown in Equation (9) in section 

5.2.1.2. 

5.2.2.2   Rotation 

In the earlier method, rotation is based on all landmarks in a configuration and its 

corresponding reference landmarks but in this modified method, the rotation is only 

based on two landmarks, P1 which is located at the top of the forehead and P13 

which is located at the bottom of the chin. The facial landmarks are iteratively 

rotated until the distance in x direction between the landmark P1 and landmark P13 

is a minimum. The rotation process is done in such a way because the nature of the 

human face is vertical which the line connecting the top of the forehead and the 

bottom of the chin is in a vertical position. The horizontal distance between 

landmark P1 and P13, !��
 is calculated as shown below 

!��
 = 	 |�3 −	�|    (5) 

 Where, � is coordinate x of the landmark, P1 and �3 is coordinate x of the 

landmark, P13. The facial landmark coordinates is rotated iteratively by the angle 

of 0.2 degree as describe in section 4.2.1.3. The new coordinates of the facial 

landmarks configuration are determined as in the Equation (12). 

5.3      Generating Different Datasets, Average Face, Input and 
Target Output 

In this research, there are three different datasets generated by different method in 

normalization process. Dataset N1 is generated by using procrustes superimposition 

method as describe in section 5.2.1. Dataset N2 is generated by using Modified 

superimposition method in normalization process as describe in section 5.2.2. 

Lastly, dataset N3 is generated also using Modified superimposition method but in 

the translation step, the midpoint between eyes is used as an origin and all the 

landmark configurations are aligned at this point instead of the centroid point. These 

three different datasets are being tested in order to find the best dataset for 

prediction. For each dataset, average face feature points are calculated from the 

database of the original face images using the Equation (1). Then, this average face 

will be compared with the original face image to find the differences between them. 

The differences between original face and average face, ∆S is obtained by 

subtracting the average face feature points from the original face feature points and 

can be defined by Equation (16). 

 faceaveragefaceoriginalS −=∆    (16)  

It also represents how distinct the original face is compared to the average face.  
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The difference between original face and its caricature can be obtained by 

subtracting the original face feature points from its corresponding caricature feature 

points as shown in Equation (17). 

 faceoriginalfacecaricatureC −=∆   (17) 

This difference shows how the original face is changed or exaggerated by the artist. 

The difference between original face and average face (∆S) and the difference 

between original face and its corresponding caricature (∆C) are used as an input 

and a target output, respectively to the neural network model.  ∆S and ∆C are 

calculated for each datasets.  

6      Neural Network Model 

6.1      Parameter setting 

The number of input variables is equal to the number of facial feature points which 

is twenty four. Since the number of sample data is not too far from the number of 

input variables, early stopping and k-fold cross validation are employed  [42] to 

prevent overfitting during the training. These 32 data samples are divided into 8 

folds. Each fold contains four samples. Six folds are selected for training, one fold 

for validation and another one fold for testing. Different number of hidden node (6, 

12, 18 and 24) is experimented to find the best neural networks structure and 

different datasets (N1, N2, and N3) is used to find which of the dataset provide the 

best result. The experiment is carried out by using MATLAB 7. Feed forward back 

propagation network with only one hidden layer is used as the architecture. The 

neural network is trained using Levenberg-Marquardt. A summary of the neural 

network architecture and parameters is shown in Table 2. 

Table 2: The Neural network architecture 

Neural network type Feed forward back propagation 

Number of nodes in input layer 24 

Number of nodes in output layer 24 

Number of nodes in hidden layer 24, 18,12, 6 

Training function Levenberg Marquardt 

Performance function Mean squared error 

Training performance goal 0 

Number of hidden layer 1 

Hidden layer transfer function Tan sigmoid 

Output layer transfer function Pure linear 
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6.2      Execution and Creating Predicted Facial Caricature 

X and Y coordinates of landmark points in each datasets are trained separately. 

Early stopping is employed to avoid overfitting by terminating the training iteration 

when the validation error increase for more than 5 times since the last decrease.  

Twenty training runs are made per dataset to allow a wide range of initial weights 

and biases to be explored. In each run, different folds are chosen so that all the 

sample data can be used for training, validation and testing. It can avoid poor 

division of the data set. Mean Square Error (MSE) is used as a performance 

measurement. It is a way to quantify the difference between the predicted output 

from neural network and the target output from observation. It can be calculated as 

shown in Equation (18). 

 N

ToPo

MSE

N

k

kk∑
=

−

=
1

2)(

    
(18) 

where Po is the predicted output, To is the target output and N is the total number 

of facial feature points in training or testing data. Mean Square Errors (MSE) of the 

twenty training runs are then averaged. Mean squared error (MSE) on the training 

data is the minimum error in training set which is used to find the network weights 

and biases, whereas MSE on the testing data is used as performance measurement 

to compare the different model of neural network and to verify the network design. 

If the mean square error (MSE) on the testing data is relatively low, the accuracy of  

the neural network model is high. Root mean square error (RMSE) and mean 

absolute error (MAE) are also used in this work as a performance measurement as 

shown in equation (19) and equation (20). 

45�6 =	√5�6    (19) 

 

586 =	∑ |9:;,<:;|=;>?
�     ( 20) 

where Po is the predicted output, To is the target output and N is the total number 

of facial feature points in training or testing data. To accurately compare the result 

of different datasets, the normalized mean square error (NMSE) is used [43][44] as 

shown in Equation (21), since the distribution of the target output of different 

datasets are different.  

 
∑

=

−

=
N

k

kN
MToTo

MSE
NMSE

1

21 )(
    

(21) 

Where To is the target output, MTo is mean of the target output, N is the number of 

feature points on the testing data. 
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The predicted facial caricature features points, PC are derived by adding the 

predicted output, Po which obtained from the neural network to the original face 

features points as follow. 

  PofaceoriginalPC +=     (22) 

All the predicted facial caricature features points are connected by line to create 

predicted facial caricature shape.  

7      Result and Discussion 

The primary concern in this experiment is the ability of generalization which could 

accurately predict the facial caricature points when presented with the new data. 

The analysis of the result is conducted to find the best structure of neural network 

and type of dataset that provide the most accurate results. Table 3 presents the 

overall result containing average MSE, average RMSE, average MAE and the 

average NMSE on the testing data for variety of hidden node numbers (6, 12, 18 

and 24) and variety of datasets (N1, N2, and N3) for coordinate x and y. Error of 

the testing data is decreased when the number of hidden nodes was reduced from 

24 nodes to 6 nodes. 

Table 3: Experimental Results 

 x-coordinate y-coordinate 

 
hidden 

nodes 

= 6 

hidden 

nodes = 

12 

hidden 

nodes = 

18 

hidden 

nodes = 

24 

hidden 

nodes = 

6 

hidden 

nodes = 

12 

hidden 

nodes = 

18 

hidden 

nodes = 

24 

Dataset N1 

Avg MSE 0.00034 0.00043 0.00057 0.00070 0.00031 0.00038 0.00054 0.00061 

Avg NMSE 1.57958 1.98009 2.71367 3.36552 1.59721 1.94662 2.77758 3.09784 

Avg MAE 0.01427 0.01596 0.01808 0.01977 0.01379 0.01515 0.01791 0.01894 

Avg RMSE 0.01836 0.02045 0.02346 0.02591 0.01756 0.01926 0.02294 0.02430 

Dataset N2 

Avg MSE 0.03634 0.03939 0.04765 0.06211 0.08935 0.09224 0.12185 0.12659 

Avg NMSE 1.14401 1.24619 1.47967 2.08989 0.97969 1.46797 1.73885 2.24345 

Avg MAE 0.14448 0.15150 0.16706 0.18801 0.22902 0.23126 0.25888 0.26779 

Avg RMSE 0.18653 0.19443 0.21487 0.24604 0.28956 0.29840 0.33865 0.34933 

Dataset N3 

Avg MSE 0.04028 0.04234 0.05487 0.06802 0.10840 0.11556 0.14916 0.15224 

Avg NMSE 1.19760 1.27107 1.67104 2.16543 1.02447 1.41520 1.70378 2.17683 

Avg MAE 0.14828 0.15252 0.17504 0.18881 0.23927 0.25146 0.28330 0.28260 

Avg RMSE 0.19618 0.20132 0.23079 0.25694 0.31835 0.33002 0.37836 0.37880 

For all the dataset N1, N2, and N3 (x coordinate value and y coordinate value), a 

neural network structure with 6 nodes in hidden layer reveals the most accurate 

result, followed by hidden nodes equal to 12, then 18 and lastly, hidden node equal 

to 24 as shown in Fig. 9.  
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(a)       (b) 

 

(c) 

Fig. 9: Experimental result (a) dataset N1 (b) dataset N2 (c) dataset N3 

Generally, dataset N2 and N3 give a better result than dataset N1 for coordinate x 

and y (Fig. 10). For coordinate-x, the most accurate result is given by dataset N2 

for all number of hidden nodes, followed by dataset N3 and lastly dataset N1 

(Figure 10a). Among all the different type of datasets and different number of 

hidden nodes, the lowest average NMSE is shown by dataset N2 that is 1.14401 for 

coordinate x and 0.97969 for coordinate y with the number of hidden nodes equal 

to 6 (Table 3).  In addition, coordinate x and y need to be combined to generate 

facial caricature contour. Thus, the average NMSE of both coordinates are 
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combined and averaged as shown in Table 4. It is also found that dataset N2 and 

the number of hidden nodes equal to 6 provides the most accurate prediction results 

which its average NMSE is 1.06185.  

 

a) Coordinate – x 

 

b) Coordinate-y 

Fig. 10: Graph of Number of hidden nodes versus average NMSE 

 

Table 4: Average NMSE for the combination of coordinate x and y 
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If compared to Lai et al.[3], the dataset of face image-caricature pairs used in this 

work are different from that are used by them.  They employ twelve pairs that 

consist of male face only and the caricatures are drawn by different artists, whereas 

thirty two pairs including male and female face are used in this work and the 

caricatures are drawn by one artist. The representation of the face contour and the 

data preparation process in this work are also not the same as them. The neural 

network model in Lai et al [3] is not tested with variety of parameter values and 

there is no numerical or statistical analysis on the accuracy of the result. However, 

both of us use backpropagation neural network and Levenberg Marquardt. The 

neural network structure with 24 hidden nodes in this experiment is similar to the 

neural network structure used by Lai et al. [3], which the number of hidden nodes 

is equal to the number of input variable. The obtained result shows that this number 

of hidden node could not provide a better prediction result compared to the network 

with the smaller number of hidden nodes. This experiment offers an increasing of 

the accuracy of the prediction by reducing the number of the hidden nodes from 24 

to 6 because the neural network structure is smaller and simpler. The small neural 

network is better than a bigger one for the small amount of dataset as stated in [45]. 

The experimental result also shows that the different datasets provided by data 

preparation process can affect the obtained result. It is because the quality of the 

input data strongly influence the results and if important input data are missing or 

distorted, the neural network’s performance can be affected [6]. Dataset N2 and N3 

give better result compared to dataset N1. It reflects that modified Procrustes 

Superimposition method is better than the original one. It might because rotation in 

original procrustes method not respects to the orientation of biologically relevant 

axes. The variance is assumed to be equal and circularly distributed for each 

landmark points [46]. This assumption is not true for a human face. Landmark point 

at the top, P1 and at the bottom, P13 of the face has smaller variance than other 

landmark points due to the nature of the human face is in vertical position. In 

addition, the original procrustes superimposition method also scales the face shape 

into the common centroid size of 1. So, the value of the differences between the 

original face and its corresponding caricature and also between the original face and 

the average face which is used as input and target output are very small that is in 

between -0.05 and 0.05.   Thus, the important and significant information might be 

missing and affect to the result. On the other hand, use of the distance between two 

eyes center as a scaling factor gives a better result. It is because it is compatible 

with the caricature drawing principle that the inter-iris distance needs to be 

maintained while drawing the facial caricature since it plays an important role in 

identifying person [47]. Moreover, in this work, the facial caricature is compared 

to the original face image which both refers to the same person and most certainly 

has the same distance between eyes center. Dataset N2 shows a better prediction 

result compare to N3. It reflect that aligning the facial landmark configuration at 

the center point is a better way because it could distribute the difference values 

caused by the different location well to all the feature points and it also can avoid 

the error that may happens during extracting the midpoint between eyes.  
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The neural network output is the prediction of the difference between original face 

feature points and its caricature. When this output is added to the original face 

feature points using Equation (22), a predicted facial caricature points can be 

obtained. Figure 11 shows target facial caricature contour and predicted facial 

caricature contour for the minimum MSE for the different datasets produced by the 

neural network structure with six hidden nodes. Generally, the predicted caricature 

generated by dataset N2 (Figure 11b) shows the most similar shape to the target 

caricature. The difference between the predicted and the target caricature is not too 

far for all part of the face contour. For the dataset N3 (Figure 11c), the upper part 

(forehead) of the predicted caricature contour is narrower than the target caricature. 

For the dataset N1 (Figure 11a), the predicted caricature contour is wider than the 

target caricature. 

 

 

(a) Dataset N1  (b) Dataset N2   (c). Dataset N3 

Fig. 11: Target caricature and predicted caricature 

8      Conclusion 

This paper presents the neural network model for predicting a facial caricature 

configuration together with the analysis of the accuracy result. From the 

experimental result, the best performance is given by the dataset N2 and the neural 

network structure with the number of hidden nodes equal to 6. It shows that the 

modified procrustes superimposition method is better than the original one. It 

reflects that the best way for preparing the dataset for the neural network is first, all 

the facial landmarks configurations are aligned at the centroid point, scale it by 

using the distance between two eyes center as a scale factor and lastly, rotate 

iteratively until the distance in x direction between the landmark point, P1 where 

located at the top of the face contour and the landmark point, P13 where is located 

at the bottom of the face contour is a minimum. Reduction of the number of hidden 

nodes from 24 to 6 also can increase the prediction accuracy for this neural network 
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model which has the same number of input and output nodes. It means that less 

complex neural network model can provide faster training and higher accuracy of 

prediction for this problem. The result also shows obviously that the neural network 

has the ability to predict how the original face image would be exaggerated. 

However, the accuracy of the prediction still can be improved for further research 

by using different input variables or different type of neural network such as 

generalized regression or by hybridizing the neural network model with other 

artificial intelligent techniques. 
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