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Abstract 

     Social media as a means of communicating in cyberspace continues 
to grow both from the number of users, utilization, and the resulting 
impact. Existing social media ecosystems are influenced by the 
influence of public figures, trending topics, even spam, and spammers. 
Detection of spam accounts that have been done mostly using the 
method of classification or supervised learning. This will be a problem 
if the data is new and the supervised model is not updated it will 
increase the possibility of false detection. Based on the problem, this 
study will use Principal Component Analysis (PCA) and K-means 
clustering with Mahalanobis distance as a method to detect a collection 
of users who have similar properties to determine spam. This study uses 
150 thousand twitter data with 15 thousand account data that described 
as graph data. The result, we find that error detection in the 
classification method to find spam is a class that made only two: spam 
and non-spam. Though in addition there are still other classes that have 
the characteristics of spam when it is not. In this paper, we defined the 
clusters on to 5 clusters: normal, news account and public activist, foreign 
account, public figure, and spam. 

Keywords: K-means, Principal Component Analysis (PCA), Social 
Media, Social Network Analysis, Spam. 

1      Introduction 

Web evolution has introduced new applications that facilitate interactive information 

exchange, user-based content creation, and remote collaboration. Contrary to static 

web pages common in the past, where users can only access information, today's web 

apps allow users to communicate, upload and modify content [6]. Traditional media, 

for example, newspapers, magazines, TV, and radio can only provide the diffusion of 

one-way information, as the audience can read or listen, but can not share their 
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opinions about a subject. Instead, social media provides a two-way information 

diffusion that allows users to share their information with other users, access 

information and communicate. Social media is social interaction among people 

where they create, share, or exchange information and ideas in virtual communities 

and networks [13]. Social media has also been defined as a group of Internet-based 

applications built on the foundation of ideology and Web 2.0 technology and which 

enables the creation and exchange of user-generated content [11]. Communication 

and sharing that are common in social media are to comment on someone's status on 

social networks or to rank videos on video sharing sites, or more complex as movie 

recommendations [6]. However, social media is not often used as a tool to spread lies, 

spam, or do things that are not fair [18, 21].  

In this study, we propose an approach to detect spammers with unsupervised 

models that do not require data train which requires a long process. The proposed 

model can also be applied to another new dataset since it is not specifically created 

for one dataset. Use of features from profiles and social network analysis makes the 

dimensions bigger, so it needs to do feature reduction. In the end, the combination of 

PCA as the dimensional reduction method and k-means clustering as an unsupervised 

model is the right choice to use in this research. In this study, we also evaluate that 

not only spammers have outstanding feature values but there are other clusters that 

have value specific to describe the cluster. The rest of this paper is organized as 

follows. In Section 2, we briefly introduce several related works on social spammer 

detection and spam text detection. In Section 3, we discuss the research methodology, 

and the optimization algorithm to solve the model of our approach. In Section 4, we 

report the experimental result of son a Twitter dataset. In Section 5 we conclude this 

paper. 

2      Related Work 

In some studies, user behavior or unnatural content is described as an outlier [5]. An 

outlier is a term used to describe abnormalities, aberrations or anomalies in data 

mining and statistical literature [1]. The appearance of outliers is largely unexpected, 

but outliers often contain useful information about the abnormal characteristics of 

systems and entities that affect the process of data generation. A feature approach 

that can be used to detect users who have outlier characteristics is the profile, content, 

time and graph [11]. Research conducted by Shenepoor is to develop a graph-based 

framework that is used to detect spam based on a language of content and user 

behavior [21]. Spam detection with content features and user profiles using 

incremental learning is used to detect hashtag-based, profile and content spam with 

ever-increasing data [20, 17, 24]. 

The approach used in the previous study only used a subset of several 

approaches, so it does not represent objects that are classified as outliers as a whole. 

The methods used in previous studies mostly use supervised learning or classification 
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methods that require labeled data. The classification method has a high degree of 

accuracy but lacks flexibility and requires time-consuming data labeling processes 

[8]. Based on this background, with the growing social media data required 

unsupervised learning methods to identify outliers more quickly and map the 

population data as a whole. The research will also use a variety of approach features 

to describe the overall outlier. Using many features will affect the increasing 

dimension of features that can reduce the accuracy of the classification model. The 

feature selection method is used for clustering method optimization by identifying 

feature relevance, feature independence, and feature weight counting [9]. The 

clustering method to be used is k-means, by looking at the characteristics of each 

cluster with abnormal centroids to be identified as outliers. With this research is 

expected to be developed a model for outlier detection based on profiles and user 

content on the scope of time and role in social media networks. 

3      Methodology 

The methodology is performed starting from twitter data collection, data preparation, 

and clustering. Data preparation is used to get what features will be used in spam 

detection. Network analysis is performed as part of the feature extraction to get a 

profile centrality measure in the network. normalization is used as a scaled-back for 

the data to be properly visualized. The next stage is the use of PCA for weighting 

features from social media data. Weighted data will be selected to continue in the 

next stage of clustering. The core of this research is to perform a PCA analysis to get 

feature rankings that have a strong relationship. After doing dimension reduction 

with PCA next is to clustering to divide data in accordance with the similarity 

between its value. After getting the cluster, it will identify which clusters fall into the 

spam category. 

Feature Extraction

Network Analysis

Normalization

K-Means

Final 
Clustering 

Result

Social 
Media Data

Centroid Analysis

Re-clustering

Measure Types : Bregman 
Divergence

Divergence : Mahalanobis 
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Dimensionality Reduction 
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Cluster Distance  
Performance

 

Fig. 1: Research Methodology for Spam Detection 
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For details of each stage will be explained in the description of the research 

methodology below from data collection to spammers identification data with PCA 

and K-means clustering. 

3.1 Data Collection 

The collection of data from social media is the first step in conducting social media 

analysis which will be used for outlier detection (see Figure 2). Social media data is 

taken from Twitter which provides the API to access tweets uploaded by users based 

on keyword, hashtag or username [6]. Twitter was chosen because it allows more 

open data retrieval through the API compared to other social media such as Facebook 

which is limited to public groups [21]. Intake of Twitter data is divided into two parts, 

namely twitter data based on keyword search and twitter data based on specific users. 

Twitter data retrieval is done for 14 days using the same keywords to get the sample 

data that represents the condition of social media and interest in the keyword. 

 

User 1 User 2

Edge 1

Username : ucok
Joined Date : 12-Nov-2014
Followee : 254
Followers : 576
Tweets : 3987
Out-degree : 1
In-degree : 0

Username : kana
Joined date : 1-April-2012
Followee : 122
Followers : 879
Tweets : 6987
Out-degree : 0
In-degree : 1

Source : ucok
Destination : kana
Content : @kana how are you?
Relationship Time : 5-Mei-2018 12:52
Relationship Type : Mention

 
Fig 2: Example of social media graph data, the relation of one user and another user 

Twitter provides data retrieval in the form of graphs that define users as 

nodes and content as edges as in Figure 2. Each node represents a user profile 

attribute that includes the number of followers, followed, tweets, the date the account 

was created and personal preferences. Each edge represents the metadata of an 

uploaded content that includes the date of uploading the content, the type of 

communication, the hashtag used and other linked users. 

3.2 Feature Extraction 

The feature extraction stage is a pre-process data stage to identify features that have 

the potential to describe an object [10]. Social media data extracted from the API is 

dirty data that can be optimized to get more in-depth information. Social media data 

is modeled in graphs to find relationships between users and measure the value of 

user roles in a network. The role of users in the network is known as the term 

centrality measure or measurement of user activity based on the edges contained in 
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the network [22]. Other feature extractions are counting the number of symbols in a 

username, a number of mentions and URLs in a content, comparison between 

followed and followers, account age and reciprocated relationship ratios. Centrality 

measure or measurement of centrality is the method used to determine the person or 

object that affects the network [23].  

3.2.1 Degree centrality  

Degree centrality has two main components: in-degree and out-degree. Out-degree is 

the decision of the node to interact with other nodes within the network. In-degree is 

not a decision of the origin node, but it is a received response from another node that 

leads to the origin node. The degree centrality approach is used to identify the central 

user by counting the number of incoming interactions and outgoing interactions from 

a single node.  

3.2.2 Closeness centrality 

The centrality of nodes in this approach is defined as a node whose sum of vertex 

spacing with other vertices has a small value. The less closeness centrality the greater 

its proximity to the other node. 

3.2.3 Betweenness centrality  

Betweenness centrality measures the number of vertices used as "bridges" in the 

shortest path between the other nodes. A node will have a high centrality 

betweenness value when the probability of occurrence is high in determining the 

shortest distance between nodes. 

3.2.4 Eigenvector centrality  

Eigenvector centrality also commonly called Eigen centrality is the development of 

degree centrality. In the in-degree centrality, the degree of centrality is high when a 

node becomes the destination of another node through an edge. In in-degree 

centrality, the weight of all incoming nodes is computed while the approach is not. 

The weighted value of an incoming node is not the same because there are several 

factors that affect such as the relevance and support of the other node. 

3.2.5 Reciprocated Ratio  

he reciprocated ratio is a measure of the possibility of vertices to be related to 

each other in directed tissue analysis. This is a quantitative measure to assess the 

connectivity of a node with another vertex through the linking edge. Self-loop is 

ignored and in the non-directional network, this reciprocity cannot be defined. 

3.3 Normalization 

Social media data has a very high variation so that the distribution distance in each 

attribute is very large. Data that has a high variation will not be optimal to be 

processed especially in the clustering process because it causes the distance between 
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the clusters to be uncontrolled. Normalization becomes the solution to give a new 

scale to each attribute so that the variations in each attribute are more controlled. 

Adjusting the scale values for each attribute will make it easier for analysis and 

comparison. One method of normalization is the feature scaling. Feature scaling is 

used to convert all values into ranges 0 and 1, also known as unity-based 

normalization. 

3.4 Dimensionally Reduction with PCA 

Large data can be classified because there are many features that reflect the entity. 

However, many features do not apply to results due to irrelevant or redundant 

features [10]. In addition, the many features processed in a classification model can 

slow down performance. For that, we need the selection of features to eliminate 

irrelevant features. Peng et al. [16] proposed a feature selection method that could 

use mutual information, correlation or distance/similarity scores to select features. 

The goal is to determine the feature relevance of the redundancy compared to other 

features selected. 

The problem that often arises is "curse of dimensionality" where the machine 

difficult to calculate data with very much input [14]. One of the most common ways 

to handle this is to reduce data input while retaining the information contained within 

it. PCA can decrease the minimum dimension by maintaining the information 

contained in it. PCA is a linear transformation commonly used in data compression 

so that its dimensions become simpler. PCA is a useful statistical technique in 

various fields such as classification, data compression, unsupervised learning and 

more [22].  

3.5 K-Means Clustering 

Large volumes of unstructured data require data clustering techniques to find implicit 

patterns of data and information. Clustering as an analytical tool that aims to 

categorize the object into categories, namely the relationship between objects to a 

maximum including the same category [3]. K-means clustering method will divide 

the data group in accordance with the similarity between attributes [15]. The number 

of groups in k-means can be determined according to the value entered. Below in 

Figure 3 is a k-means algorithm flow for clustering against a set of data. With 

clustering, the data does not need to be labeled first so it is possible to directly 

process new data with large volumes without going through the process of labeling 

data.  
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Determine the number of cluster 
k

Grouping of data adjacent to the 
centroid

Calculates the average value of 
each cluster

Updating the centroid value

Assign the data of k as a centroid 
randomly

 
Fig 3. Clustering using K-Means 

 

There are several distance measurements between clusters called links that 

can be used for the merging of clusters. Mahalanobis Distance is a generalization of 

Euclidean Distance that is devoted to multivariable data calculations that have high 

variations [4]. 

3.6 Cluster Distance Performance for Validation 

Cluster Distance Performance operators take these centroid cluster models and group 

sets as inputs and find models based on cluster centroids. There are two performance 

measures of an existing cluster, namely the average distance and the Davies Bouldin 

Index. Two performance measures are supported: Average cluster distance and 

Davies-Bouldin index. The average distance of the cluster is calculated by the 

average distance between the center and each member. Davies Bouldin is an 

algorithm that produces clusters with low intra-cluster distances and high inter-

cluster distances will have a low Davies-Bouldin index, a grouping algorithm that 

produces a good collection of clusters with Davies-Bouldin index [7].  

3.7 Spammer Identification 

The last stage is to identify which clusters are indicated according to the 

characteristics of each cluster. Clusters that have the most characteristics as 

spammers are categorized as spammers, but if only just one or two characteristics do 

not. This is often a mistake in detecting where to find one of the characteristics 

directly defined as spam when it is not. Table 1 is derived from a collection of 

previous studies that have defined the characteristics of spammers [12]. This set of 

characteristics serve as the basis for determining spammers more fully, not just some 

characters.  

Each cluster that has a feature value as in the table above is suspected as 

spam. Feature values are taken from the centroid value of each cluster that represents 

the hallmark of each cluster. 
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Table 1. Spammer characteristic based on previous research [12, 2]  
No Feature Category Value (Spam) 

1 Number of Followers Profile Low 

2 Number of Followed Profile High 

3 Followed-Follower Ratio Profile High 

4 Symbol on Username Profile High 

5 Default Profile Picture Profile Yes 

6 Default Profile Profile Yes 

7 Verified Profile Profile No 

8 URL on Profile Profile Yes 

9 Account Age Profile Low 

10 Favorite Count Profile Low 

11 Geo-location Enabled Profile No 

12 In Degree Centrality Network Low 

13 Out Degree Centrality Network High 

14 Out-In Degree Centrality Network High 

15 Betweenness Centrality Network High 

16 Closeness Centrality Network Low 

17 Eigenvector Centrality Network Low 

18 Page Rank Network Low 

19 Reciprocated Ratio Network Low 

20 Mention Count Content High 

21 Hashtag Count Content High 

22 URL in Content Content High 

23 Average Account Activity Content High 

24 Relation Count 
Content Mention 

25 Media on Tweet Content Yes 

26 Content Favorite Count Content Low 

27 Retweet Count Content Low 

 

4      Results, Analysis, and Discussions  

4.1 Data Collection and Feature Extraction 

The data collected is 15.455 Twitter user profiles from about 150.000 tweets. 

Analysis of data in the form of a graph is a feature extraction step to find the 

centrality of accounts in a network. centrality becomes important because it shows 

the role and interest of users in a topic. Centrality is rarely used because of its 

dynamic and changing nature over time. In this study, centrality analysis is used 

because it is considered to have a relationship with the character of users who are 

categorized as spam. Figure 4 is one of the visualization betweenness centrality that 

put "Jokowi" as the center of a network because the keyword used is "Jokowi" as an 

Indonesian President. From the picture, it can be seen that the node "Jokowi" is often 

passed by another node, or in other words "Jokowi" is often mentioned by other 

account causing big betweenness centrality. 
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Fig 4. Betweenness centrality visualization as a part of feature extraction 

 

After performing the centrality analysis, the next is to dig deeper into the 

features that are likely to be a prominent factor in cluster determination. Based on a 

collection of previous research and personal experiments, there are several features 

that are made into ratios, namely followed/followers ratio (FFR) and out/in-degree 

ratio (OIR). Account age expressed in week scale to simplify cluster. For exact 

features like true/false for verified, default profile image, and default profile are used 

as numeric attributes to be counted in clustering.  

4.2 Dimensionally Reduction with PCA 

PCA is used to weighting attributes that are the basis for choosing attributes for 

clustering. The result of this research is the clustering of social media profile data in 

accordance with the attribute equation owned by each profile. Prior to clustering, to 

optimize the clustering results used PCA as a method to reduce dimensions. PCA is 

used for feature ranking based on its correlation with other attributes. From the 

ranking of features with PCA, we get the weight of each feature. High-weight 

features will be selected for clustering with k-means. Based on the data that has been 

obtained, the results of feature ratings with PCA can be seen in Figure 5. 
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Fig 5. Weighting with PCA for dimensionally reduction 

Based on the weights we've got, we use 7 features to use for clustering. 

Although only 7 attributes are selected, will still be discussed an overall feature that 

describes a profile object.  

4.3 K-means clustering 

In K-means clustering, it is determined the number k to divide the cluster of k. the 

number of k clusters used is 20, many of these clusters are used to group social 

media profile data into specific clusters. The distance measurement used is the 

common Mahalanobis Distance used to measure the distance between data in many 

dimensions. Mahalanobis distance is considered more able to cope with data with 

many dimensions compared with Euclidean distance which is only optimal on 2-

dimensional data measurement. From the initial clustering results found several 

clusters that have prominent characteristics as spam. The emergence of Jokowi as 

outlier data may affect the visibility of other data. Figure 6 localization has been 

done so that every feature will be spread on a scale of 0 to 1. 
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Fig 6. 20 cluster with local normalization per-feature 

4.4 Cluster Distance Measure 

The Davies-Bouldin Index (DBI) is an internal evaluation scheme, which is used to 

validate how well the groupings have been carried out using the quantity and features 

in the dataset. This condition limits the index so that it is defined as symmetrical and 

not negative. Because the way it is defined, as a function of the ratio in clustering the 

lower value cluster will mean that grouping is better. This is the average similarity 

between each cluster and the most similar, the average of all clusters. In table 2 we 

tried to use many k of clusters, and the application of PCA. The results in table 2, 

show that the use of PCA and more k in clustering produce better cluster distance 

average, even though the DB index is not as good as small clusters but the results are 

quite satisfying compared to not using a PCA. 

DB index and average cluster distance which the value is the lowest is a good 

measure of the number of clusters data could be ideally classified into. Average 

results from the average distance of the cluster and DBI with k=20 and the 

application of PCA show good number so that the next process for cluster 

simplification can be done. 

 
Table 2. Average cluster distance and Davies Bouldin index 

  No-PCA PCA 

No k cluster Avg. Centroid Dist. DB Index Avg. Centroid Dist. DB Index 

1 2 0.661 1.108 0.395 1.065 

2 10 0.217 1.868 0.185 1.255 

3 15 0.173 2.151 0.122 2.311 

4 18 0.163 2.317 0.089 2.073 

5 20 0.164 2.737 0.084 1.864 
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4.5 Spammer Detection 

Of the 20 clusters that have been defined before, cluster simplification will be done 

by grouping clusters that have a centroid value that is defined as a normal profile into 

one. So in this study, we grouped from 20 clusters into 5 clusters that have the same 

properties. The profiles that have unique characteristics that describe the value of 

spam as in table 1, will still be used as a different cluster. Here is the result of the 

centroid tables of each cluster. The simplification of  20 clusters into 5 clusters has 

been labeled as in table 3, with the centroid value of each feature used. 

Table 3. Average centroid value of the clustering result after clustering 

simplification (5 clusters) 

Features Spam 
News and Active 

User 
Verified Public 

Figure 
Normal 

Unexpected 
Account 

Verified 0.0026 0.4226 0.6667 0.0117 1.0000 

Tweets 41112.0644 728463.6647 32056.3667 21042.1857 25417.2745 

Reciprocated 
Ratio 

0.0252 0.0880 0.0064 0.2048 0.0000 

PageRank 0.8230 4.7038 412.8382 2.1112 1.6415 

Out-Degree 5.5571 12.8009 9.6667 13.9765 0.0000 

OIR 0.9866 1.2215 0.0196 0.7417 0.0000 

Listed Count 41.7007 1085.4031 1979.2667 31.0970 1178796.9804 

In-Degree 4.1716 34.0399 3548.1667 14.8198 5.7059 

Number of 
Followers 

30473.7889 694034.8408 5293244.8667 27249.5923 49122377.4314 

Number of 
Followed 

4105.1612 57245.1166 605.3000 713.5415 211789.5294 

Favorites 39676.5753 8577.8005 4969.6000 4403.2538 2033.7451 

FFR 18.7011 0.5290 0.0095 2.6979 0.0022 

Eigenvector 
Centrality 

0.0000 0.0000 0.0050 0.0002 0.0000 

Default Profile 
Image 

0.2952 0.0000 0.0000 0.0095 0.0000 

Default Profile 0.8941 0.3107 0.1333 0.5526 0.0196 

Clustering 
Coefficient 

0.2449 0.2396 0.0056 0.1847 0.1994 

Closeness 
Centrality 

0.0000 0.0417 0.0000 0.2386 0.0000 

Betweenness 
Centrality 

11702.9598 206925.6201 75283160.1430 41375.1048 88677.4974 

Account Age 24.4170 75.7467 74.5319 57.9229 103.2708 

From the 5 clusters, there is one cluster that is the unexpected account where 

this account contains accounts coming from outside the keyword that accidentally 

entered so as to have an influence in the analysis. For easy viewing from table 4, we 

visualize it in figure 7 with the graph radar. From the graph can be seen the 

characteristics of each cluster according to their centroid value. 
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Fig 7. Visualization of centroid value 

 

The detail of user count every final cluster can be seen in Table 4. From the 5 

clusters, there is one cluster that is an unexpected account where this account 

contains accounts coming from outside the keyword that accidentally entered so as to 

have an influence in the analysis. Cluster with a label of unexpected account contains 

users from abroad, some of whom are public figures so they have verified accounts 

and have a large follower’s base. From the visualization, it is clear that each cluster 

has its own characteristics, where spammers have a tendency to have a much more 

followed than followers and the age of his account is relatively shorter. 

 

Table 4. User count every cluster 

Cluster Name User Count 

Figure Public 410 

Foreign Accounts 19 

News and Active User 3,374 

Normal 5,422 

Spammer 6,230 
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Spammers have a small reciprocated vertex pair ratio as well because the 

communications are run in one direction, in contrast to normal users who have high 

reciprocated vertex pair ratio where two-way communication occurs. In spammers 

networks, they have high OIR because spammers attack more often than getting a 

response from other users. The public activist and news account have a high out-

degree but also in-degree, so this cluster cannot be defined as a spammer. The news 

and public activist cluster consist mostly of a variety of news accounts that do every 

day to update the news obtained but cannot be said as spam because it does not 

attack other users. For verified public figures clusters, has a large centrality in the 

network because it becomes the center of other users. 

5      Conclusion  

This study produced a model for spammer detection based on user profiles and 

content on the scope of time and role in social media networks. The result found that 

error detection in the classification method for finding spam is a class that created 

only 2: spam and non-spam. Though in addition there are still other classes that have 

the characteristics of spam when it is not. Public figures appear as accounts that are 

indicated as spam because they have a high centrality betweenness, but other 

attributes don't support it like the account status verified by Twitter. While news 

accounts and active users are indicated as spam because they have a higher out / in 

degree state rate ratio than normal user accounts. 

So the clustering method with k-means and PCA can identify clusters that 

have more specific characteristics and spam characteristics, not just divided into two 

as in supervised learning. News accounts and active users still cannot be categorized 

as spam because they still have a reciprocal interaction ratio and an odd account age. 

Spam accounts identified in this study combine several aspects of the characteristics 

of spam from previous research and then make a comprehensive analysis, not only as 

a feature. The 5 clusters established there were 6,230 accounts detected as spam, 19 

including in the unexpected accounts, 3,374 accounts included in active users and 

news accounts, 410 as public figure accounts and 5,422 including normal accounts. 

This research was conducted to develop the identification of spam and other classes 

that indicated spam but actually not by utilizing profiles and social media networks. 

Subsequent research may be able to develop this research by participating in 

analyzing the content in the form of links, videos or images linked to a post. 
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