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Abstract 

     There are a wide variety of uses for risk modeling in the insurance sector. A 
change in strategies for risk control would be beneficial for insurance firms. The 
risk evaluation of insurance firms in conjunction with their solvency is a 
complicated and extensive issue, but its solution begins with the mathematical 
modeling of claims results. This article aims to provide different approaches to 
achieve an acceptable probability model, allowing for the practical interpretation 
of insurance risks, which can be used for risk management purposes. Today's 
computational methods and statistical software enable us to achieve this objective 
in a wide variety of realistic applications. The article employs procedures focused 
on the data collected from claim amounts of motor own damage claims, which 
emphasizes the best fit distribution out of the many distributions using the 
Kolmogorov –Smirnov one-sample test. Anderson Darling and Cramer-von 
Mises's test for the real data from insurance companies. 

Keywords: Density plot, Extreme claims, Parameters, Skewed distributions, Q-Q 
Plot, Goodness of fit tests 

1      Introduction 
Insurance is nothing more than the way specific individuals from a similar pool distribute 
to the same failure and share their financial losses. Any form of insurance scheme "Non-
Life" falls under General Insurance. Insurance policies typically cover the risk of 
building reserves to satisfy potential claims and profit margins. When the claim number 
is determined in advance, the premiums will be measured using the life table for the life 
insurance (that gives the probability of survival). Whereas the size of the settlement is not 
calculated in advance of non-life insurance, a preliminary estimation of the potential cost 
of premiums is essential in the measurement of reserves. Compared to life insurance, the 
distinguishing characteristics of general insurance are: the amount of the claim is not 
decided in advance, and sometimes without restriction, policies are extended 
periodically, and under the same scheme, there will be more than one claim. The expense 
is measured by the frequency and scale of their statements. Statistical modeling suggests 
that the distribution of assertion amounts is the foundation of the risk mechanism. After 
the distribution has been established, the likelihood of a claim of a certain size may be 
estimated. The nature of the distribution of claim amounts and modeling of claims are 
relevant for deciding premiums and estimating reserves. This Research attempts to build 
a claim value model by adapting probability distributions from chosen distribution 
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families based on historical sample data. In order to do this, we used historical claims 
data between 1985 and 2020. The study's key contributions are as follows: 

• Modeling the claim paid amounts by fitting appropriate probability distributions  

• Test if the selected distribution provides a good fitting of the data or not.  

2      Related Work 
The most important criterion in the auto insurance market is assessing if insurers are 
deciding high/low claim amount for future reserve planning by modeling the claim 
amounts based on appropriate distribution. Usually, we find in the literature that the 
examined data follows either exponential distributions for well-fitted tails, Weibull, 
Gamma, Lognormal, and Pareto [1], without specifying which distribution for the warped 
data is the strongest of several distributions. The lognormal distribution will provide a 
suitable match for the loss data based on the literature on modeling the procedures [2]. 
Most of the literature suggests that the lognormal distribution is able to yield accurate 
findings that can be used to draw inferences that are useful for decision-making in the 
non-life insurance business while checking the goodness of fit, the Q-Q plots, and 
mathematically utilizing the Akaike Knowledge Requirements meaning. Compared to a 
class of distributions composed of lognormal, exponential, gamma, and Weibull 
distributions, the lognormal distribution has been found to be a strong match for the 
quantities claimed [3]. Based on another report [4], property claim providers offer 
indexes for damages originating from traumatic accidents in the United States. The 
lognormal distribution tends to provide a more robust fit than the Paretoian distribution. 
The generalizations and expansions of the Pareto distribution give fresh insights into tail 
behavior and risk evaluation of claims [5]. In a motor insurance claim data collection [6], 
fitted two heavy-tailed distributions, the Weibull and the Burr XII distributions, through 
simulation using the Pollaczek-Khinchin formula. A statistical test to compare the better 
fit of a mixed exponential distribution due to the unique structure of insurance claims, 
where people are often classified into groups [7]. Another study [8] suggested that a 
mixed copula method was used to construct the joint distribution for the number and size 
of claims in the first model, based on the conditional probability decomposition model, 
which includes the Tweedie and two-part generalized linear models when applied to US 
auto insurance dataset. Using widely-used Danish fire data, a study [9] verified the 
LogPH model as a viable alternative to GPD. In order to estimate parameters for the 
claim frequency and average claim severity distributions, a stochastic gradient boosting 
method is used [10]. Another result also shows that the threshold severity model 
outperforms the widely used generalized linear model based on the gamma distribution 
when simulated extreme claim sizes follow a lognormal or Burr Type II distribution [11]. 
Another Study [12] introduced a novel technique for calculating the extreme quantiles of 
a large class of heavy-tailed distributions by using High Posterior Density intervals to 
make Bayesian inferences on extreme quantiles. Among the continuous claim’s severity 
distributions, a study [13] suggests that the lognormal distribution is a relatively effective 
distribution for modeling claims severity. 
A study [14] explores the stability of maximum likelihood estimates derived from the 
Weibull count model by simulating claim frequency. According to another work [15], 
statistical modeling utilizing generalized multivariate Pareto (GP) distributions is the 
multivariate analog of the commonly used univariate peaks over threshold modeling in 
finance and engineering. The Kumaraswamy Marshal-olkin Log-Logistic model is 
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suitable for fitting Iranian Auto Insurance Claim data, as determined by a study [16]. 
Another study [17] found that the skew-student distribution and skew-normal in property 
liability are competitive as contrasted to other parametric distributions dependent on 
insurance data. Another research recommends that the lognormal distribution best fits 
lower arguments, while the Pareto distribution gives the best fit in the case of a large 
claim [18]. Generalized linear models are used as a systematic modeling technique for 
evaluating claims processes in the presence of covariates. The negative binomial 
regression model predicts the occurrence of a claim based on the factors, i.e., driver age, 
gender, a form of car, vehicle age, and no claim discount, based on another analysis, a 
hierarchical model on three elements, i.e., frequency, policy type, and seriousness of 
claims. The multinomial logit model often predicts the form of insurance claim 
dependent on injuries to third parties, insured own harm, damage to third property, and 
type of car [19]. Generalized beta (2), the third model for the severity variable, predicts 
claim amounts [20]. Another study stated that claim size follows a Poisson distribution, 
and the claim amount will follow a lognormal distribution [21]. The mixed copula 
method makes it possible to rely on the number of claimants [22] and the average size of 
claims by utilizing the Gaussian copula applied to the automobile insurance scheme 
portfolio, suggesting its supremacy over the classical Poisson compound model [23]. The 
spatial results significantly boost the models for claim frequency and claim size [24] by 
incorporating spatial dependence trends in a Poisson model for claim frequency and 
gamma distribution for average claim size models in non-life insurance.  
Another study identified that the GLM-Gamma distribution model's findings are more 
contentious, indicating that female drivers are likely to result in greater compensation for 
car damages [25]. Another analysis found that the Generalized Pareto Distribution 
provides the appropriate fit for the data collection, which contradicts the common 
procedure of any insurance data fitting into the Lognormal Life Data Distribution [26, 
27]. In order to forecast model parameters, the maximum likelihood method is used to 
predict the unknown parameters for data on healthcare expenditure [28]. According to 
another study [29], increasing the number of components(k) results in Finite mixture 
lognormal fitting is best for Motor insurance claims. Also, the conditional mean square 
error of prediction (MSEP) for the one-year CDR uncertainty is the critical uncertainty 
perspective under Solvency II in the claim [30]. A three-parameter compound model 
includes the unimodal gamma, the lognormal, and the inverse Gaussian are applied to 
three well-known insurance loss datasets and compared to various standard distributions 
often employed in the actuarial field [31]. A class of logit-weighted reduced mixture of 
experts (LRMoE) models for multivariate frequency or severity distributions of claims is 
proposed to predict the claims [32]. Generalized linear models are fitted to the marginal 
frequency and conditional severity components of the Canadian Motor Insurance Data 
Set [33]. Based on another study [34] recommend using explanatory variables in a three-
component parametric individual model using the Canadian Insurance data set. Another 
research study [35] contributes to further spreading the very effective statistical extreme 
value techniques in the engineering sciences.  
Many of the above research studies shows that a skewed and heavy-tailed distribution 
best represents claim severity. Also, the lognormal distribution was used to describe 
claims severity across numerous continuous distributions. This analysis focuses on this 
path and determines the effective distribution of India's motor insurance data for the 
extreme value modeling of data for a claim and check whether the Pareto distribution fits 
well with extreme claims data by using Kolmogorov Smirnov (KS-test), Anderson 
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Darling (AD-test), Cramer-von Mises statistic, AIC, and BIC Criteria. These results may 
benefit vehicle insurers that can predict excessive claims. 
 

3      Research Design and Methodology 

3.1      Data used for Research 

The secondary data collected from different India's insurance companies is collected 
from 1985 to 2020 for 36 years. We have studied the own damage claim amount variable 
for fitting an appropriate statistical distribution for 40940 data claims using R 
Programming. We now discuss the techniques of model building as follows. 

3.2      Methodology 

The methodological portion focuses on modeling the number of claims with various 
likelihood distributions from chosen families to specify the number of claims observed. 
A suitable behavioral recognition pattern may be diagnosed through careful data 
collection. Also, by systematically analyzing these motor insurance datasets, we can 
determine the distribution and its ideal parameter for the dataset. 
Modeling Process:  

 
• Identification of a model family of distributions:  
The assumption emerging from a particular distribution family is identified based on 
frequency distribution, graphical methods, knowledge about nature, and process 
decisions. 
• Parameter Selection:  
Determine the parameters based on the claim amount data and distributions using the 
maximum likelihood and method of moments. Often, choose the parameters that decide a 
particular case of a distribution family. 
• The validity of the distribution:  
The chosen distributions and their parameters are a good fit for the data. They were tested 
using statistical measures such as the Kolmogorov-Smirnov test, the Anderson-Darling 
test, and the Cramer-von Mises's test. 
• Check the Model fit: 

  
Quantile-Quantile (Q-Q) plots are analyzed after validating the sample distribution to 
verify how well a theoretical distribution model suits. More effectively, claims data is 
usually skewed to the extreme right, so these claims can be modeled using a skewed 
distribution. Prior expertise and practice with curve fitting, computer tools, and 
exploratory data analysis were the deciding factors for choosing the appropriate 
distribution. This meant finding the descriptive analysis such as the average, the medians, 
the standard deviation, the range, the coefficient of variation, the skewness, and Kurtosis. 
The statistical software tool "R Programming" is used here to build the model.  
The following are some of the probability density functions (pdf) of the different 
probability distributions: 
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Table 1: Probability density functions of Distributions 
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where µ is the location parameter, β > 0 is the Scale 

parameter, and γ > 0 is the shape parameter 
 

We have fitted above mentioned skewed distribution and also estimated the parameters 
using R Programming. 

3.3      Estimation 

There are several methods to estimate the unknown population parameter the Method of 
Maximum Likelihood, the Method of Moments, the Method of Minimum Chi-Square, 
and the Least Square Method. We have used the maximum likelihood estimator method 
to estimate the selected family distributions' unknown parameters among the four 
methods mentioned above.  

3.4      Validation of the Model 

The validity of various skewed distributions and their parameter derived is checked 
whether the fitted model is appropriate using various statistical tests. For all tests, the null 
hypotheses tested are   
H0: The claim amount of data follows a specified distribution. 
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H1: The claim amount of data does not follow a specified distribution. 
 
3.4.1      Kolmogorov-Smirnov test (K-S test):  

Under this test, the decision about Ho is taken based on the empirical cumulative 
distributions of the claim amount data for the fitted cumulative distribution. If Fn(x) and 
F(x) are the empirical distributions, respectively, the K-S statistics is computed as 

( )maxn overall x n nD F x F= −    (1) 

3.4.2     Anderson Darling (AD) test:  

The Anderson-Darling test is used to test how well the claim amount data fits a specified 
distribution. It also gives more weight to the skewed distribution's tails than the 
Kolmogorov-Smirnov one-sample test. Anderson Darling test is commonly used as a test 
for normality. The AD test statistics is given by 

      (2) 
3.4.3     Cramer-Von Mises’s test:  

Cramer-von Mises's test is an aggregate empirical distribution function test for normality. 
The test statistic is the total of the squared differences between the actual and predicted 
cumulative proportions. 

    (3) 

 
3.4.4     Performance Criteria:  

We shall calculate four performance metrics AIC, BIC and HQIC consider such 
analytical measures to determine the goodness of fit among the applied distributions. 
 
Akaike Information Criteria:  

             (4) 
 
 
Bayesian Information Criteria:  
                            (5)      

 

Where Li denotes a log-likelihood function of the distribution, p – number of model 
parameters of the distribution, n – total number of claims 

3.4.5     Diagnosis of Probability Models: 

Quantile-Quantile plot is a useful tool for evaluating distributional fit. Suppose we need 
to compare two distributions visually. In that case, we use the quantile plot, which 
visually compares two distributions by graphing the quantiles of one versus the quantiles 
of the other distribution.  
 
Probability modeling in non-life insurance is challenging, and an excellent fit to the tail 
probability is crucial. In this study, we have fitted five skewed distributions based on 
40940 data claims from different Indian insurance companies. Also, we have considered 
the extreme claim amount, included other model's distribution families, and checked the 
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model's validity to test whether the extreme claim amount follows a specified 
distribution. 

4      Results and Discussions  
The secondary data were analyzed using descriptive statistics, Kolmogorov Smirnov, 
Cramer Von Mises, and Anderson Darling tests. The descriptive data analyses of the 
claimants paid are summarized in Table 2 below. 

 
Table.2 Descriptive Statistics of Own Damage Extreme 

Claim Amount 
Sample Size 40940 

Mean 143410 
SD 170370 

Minimum 600001 
Maximum 5216000 
Skewness 9.7984 
Kurtosis 212.53 

From table 2 above, we can observe the summary statistics of the own damage extreme 
claim amount. The average claim paid was Rs. 143410, the standard deviation was Rs. 
170370, and the skewness coefficient is 9.7984, indicating that the data is asymmetric. It 
suggests that the claim amount was positively skewed. Kurtosis has a value of 212.53; 
this measure's coefficient value indicates that the curve is Leptokurtic. Furthermore, the 
minimum number of extreme claims paid to the policyholders is Rs. 500001, while the 
maximum amount of claims paid is Rs. 52,16,000. This means that the insurer 
compensated a policyholder the most extreme claim sum during the era. In general, from 
the analytics, the claims' details have fewer claim amounts that occurred consistently. 
Whereas significant claim amounts infrequently happen, implying that a smaller claim 
sum has a higher relative frequency and a more significant claim amount has a lower 
relative frequency. 

 
Figure. 1 Box Whisker Plot;  

From Fig. 1, Box-Whisker's plot [36] and density curve confirm the skewed existence of 
the paid claims. The long or thick tail is often seen. Once we have observed the above 
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details, we have placed together the distributions' results to see which distribution of 
probabilities is best for the data. These findings are in Table 4. 

 
Figure. 2 Density trace of the overall Claim amount 

In Fig. 2, the estimated probability density function of a claim paid data indicates the 
positively skewed distribution with a long and heavy tail to the right. Before analyzing 
the claims data, we must first identify a parameter of the specific statistical distribution 
that applies to those claims. The most probable probability for estimating the model 
parameters is determined by using the Maximum Likelihood Estimation and the Method 
of Moments [37-39]. Table 3 shows the parameters of five distributions that were fitted 
to the claims data. The estimated distribution parameters were used to calculate the log-
likelihoods, AIC, and BIC values for each of the five distributions. 

Table 3. Parameter Estimation of OD Claim 

Distribution Estimated Parameters 

Gamma α = 0.7085 β = 202410 

Weibull α = 1.6981  β = 153600 

Lognormal μ = 11.604 σ = 0.64252 

Pareto α = 0.398 β = 57571 

Fatigue Life α = 0.69494 β = 116350 

log logistic α = 2.6723 β = 109390      

 

Using the Akaike Information Criterion, Bayesian Information Criterion, log-like hood, 
and Goodness-of-fit tests, the selected distributions will be evaluated to see whether they 
correctly represent the data or not. 
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Table.4 Performance Criterion of OD Claim Amount 

 

Distribution Gamma Weibull Lognormal Pareto log 
logistic 

Fatigue 
Life 

Kolmogorov-
Smirnov 
Statistics 

0.428 0.168 0.111 0.019 0.11 0.137 

Anderson 
Darling 

Statistics 
710.4 283.8 102.5 3.4 100.6 152.4 

Cramer-von 
Mises 

statistics 
3015.4 N/A 328.11 17.6 312.8 414.8 

log-
likelihood -52225.7 -52534.1 -51498.8 -50602.1 -51423.3 -51103.1 

AIC 104455.4 105072.2 103001.6 101208.2 102850.6 102210.2 
BIC 104468 105084.8 103014.2 101220.8 102863.2 102222.8 

After evaluating the parameters and adapting different probability distributions, it is 
validated by the Kolmogorov Smirnov test, Anderson Darling test, Cramer-Von Mises 
test, AIC, and BIC values are listed, and the results are given in Table 3. Based on the 
findings, the distribution with minimum AIC, BIC, and log-likelihood values may be 
chosen for modeling the whole OD claim data. In this case, the Pareto distribution had 
shown minimum performance criteria values. As a result, the Pareto distribution was 
found to be the best-fitting distribution for the claims data, as it had the lowest AIC and 
BIC values. It is advisable to consider the 'goodness of fit' until concluding how well the 
lognormal distribution matches the claims results. In this sequence, its Q-Q plots and P-P 
plots were plotted and interpreted as follows 

 

Figure 3: QQ Plot and PP Plot for Pareto Distributions 
We have constructed the Q-Q plot and P-P Plot as part of the diagnostics for six skewed 
distributions. Fig. 3 demonstrates the Q-Q plot and P-P plot for claims paid amount for 
Pareto distributions. After evaluating the distribution's goodness of fit graphically using 
Q-Q plot, P-P plot, and Performance criteria values, the measures are taken in the 
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actuarial modeling can produce accurate model fitting that can be used to draw valid 
inferences for decision-making in the general insurance industry.  
The study's main goal was to create a suitable statistical distribution for Own 
Damage Insurance Extreme claims data and to evaluate how well this distribution 
matched the claim data used to estimate claim amounts. The analysis attempts to model 
the data's information to fit it into a certain distribution. As a consequence, an attempt 
was made to find an optimum statistical distribution that precisely matches the insurance 
claims data using statistical computation and visual representation in R. 
From Table 4, we can observe that the Pareto distribution has the maximum log-
likelihood function of -50602.1, implying that it has a greater likelihood of fitting the 
extreme OD claims data than the other statistical distributions as Gamma, Weibull, log-
logistic, Fatigue Life, and gamma distribution. In terms of AIC and BIC, the Pareto 
distribution has the lowest value of 101208.2 and 101220.8, which implies that it fits the 
overall TPclaims data well. 
As shown in Figure 3, the Q-Q plot and the PP Plot of the Pareto distribution provide an 
excellent fit to the findings of the extreme claims, with almost all points mapping on the 
line segment and just a few points falling near the line. 

5      Conclusion  
Generally, it is essential to use appropriate statistical distributions to extreme model 
claims in a growing number of motor insurance claims. These mathematical claim 
amount models play an important role in addressing several complex issues in the motor 
insurance industry. An accurate insurance payment system that considers all possible 
uncertainties, costs, losses, and profits is essential for non-life insurance businesses. 
Insurance claims contribute significantly to the financial outflow of the business. In order 
to be able to predict future claims, insurance companies must first calculate the expected 
frequency and severity of claims. Motor insurance Extreme claims are modeled by using 
both discrete and continuous probability distributions, and those are the distributions 
utilized in this study. Non-life extreme own damage insurance claims data is modeled to 
evaluate the probability distributions to discover the best suitable distribution. 
Modeling data with a standard distribution is often challenging due to differences in data 
features such as skewness and extended tail. In comparison to other continuous claims 
severity distributions, the lognormal distribution was selected by the majority of 
insurance firms to represent the severity of claims. Using models to simulate extreme 
claims experience and liability estimates, we have identified that Pareto distribution fits 
well with extreme claims data. These findings may benefit all motor insurance companies 
that are effective in forecasting extreme claims behavior. 
Also, estimating the extreme claim amount by the application of an appropriate 
distribution to the motor insurance data results may be advantageous to vehicle insurers. 
These distributions are useful for anticipating the behaviour of extreme assertions. This 
would enable companies to prepare for changes in their portfolios and achieve their 
financial goals, which would be advantageous for insurance companies. The suggested 
claims distributions would also be useful to insurance regulators, who would use them to 
evaluate the financial viability of different insurance firms and the needed reserve levels 
for severe claims. 
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