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Abstract 

 
Communication with the hearing impaired is a great challenge in the society 

today. Sign language is a significant communication method between deaf 
persons and their societies. However deaf and dumb people have an issue in this 
field as sign language may cause a lot of misunderstanding. Today, many new 
technologies are becoming more applicable and cheaper. The intelligent 
algorithms and techniques are improved and becomes more accurate. Gesture 
recognition is one of the key technologies that facilitate many people life. 
Translating signs language into text and speech is an attractive field for 
researchers from past few years. However, it did not receive adequate interest in 
Sultanate of Oman. The proposed recognition system utilizes the Convolution 
neural network (CNN) method. It aims to convert the dynamic deaf signs from 
live video to text and speech using raspberry pi device and normal camera. The 
dataset for this project was created by the researchers. It contains 62000 (64x64 
pixel) images of the 30 letter of Alphabets and 1 Word. Each pattern has 2000 
images that are divided into 1750 images for training and 250 images for testing. 
The proposed system achieved 99.8 % accuracy. 
 

   Keywords: Sign Language Recognition, Deep learning, image processing, American 
sign Language, Hand gesture detection. 

1 Introduction 
This means that technology is improving, and researchers are able to do more with 

multimedia, computer vision, and human computer interaction. Technology is 
expanding dramatically and acting as a critical actor in discovering solutions to all 
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world's needs and challenges. People communicate by talking to each other. This is a 
natural way for people to interact and it helps us to do things together. However deaf-
mute people have a special circumstance make them not able to communicate naturally. 
Some countries have special schools and learning centers for people with disabilities. 
These centers help the disabled learn and become active members of their community. 
[1]. But unfortunately, this concern is absent in most of the countries. In [2], around 
466 million people worldwide have disabling hearing loss, and 34 million of these are 
children. One of the main impacts of hearing loss is on the individual’s ability to 
communicate with others. Exclusion from communication can have a significant 
impact on everyday life, causing feelings of loneliness, isolation, and frustration. Deaf-
mute person throughout the world uses sign language for the communication. They are 
specially trained to use this sign language between each other’s.  Normal people mostly 
are not able to understand deaf-mute people sign language [3]. In [4], Nowadays, 
technology provides users with different services and capabilities. This sentence is 
saying that there are many opportunities to make the world smarter and more connected 
in different areas. A hand gesture recognition system is a computer program that can 
identify, and track hand gestures made by a person. This technology has received a lot 
of attention in recent years because it has many potential applications, such as helping 
people with disabilities to communicate or interact with machines more efficiently [5].  

 
Sign language is not a language that is spoken universally. There are various 

countries that have their own standardized sign language. American Sign Language 
(ASL) is different than British Sign Language (BSL) even though both countries speak 
English. There are no published studies that are concerned with hand gesture 
recognition systems in the Sultanate of Oman. Since that there is a need to progress in 
this direction. Currently, there is a massive growth in technologies. This progress 
should improve and positively affect the lives and learning of people with disabilities, 
providing them with the chance to lead, create, and introduce initiatives. This project 
is about making a system that can recognize hand gestures and turn them into 
commands. This will be done by using a camera and special software that can track 
movement and interpret it as a command. The app aims to help deaf-mute people 
communicate with normal people. Hand gesture recognition is a cutting-edge 
technology that can adopt and manipulate conditions by two aspects: human and 
technology. 

2 Related works 
Hand gesture recognition is a field of research that has been active for a long time. 

This means that there are many different approaches to hand gesture recognition in the 
literature. Some people have tried to use cameras and computer programs to understand 
sign language. Other sign language recognition systems are mostly old and out-of-date, 
written before deep learning was created. Most reviews focus on a specific subarea, 
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such as the software and hardware used to recognize sign. In [6], Some researchers are 
working on a way to recognize people's hands in vision-based systems. They recorded 
the movement of the hand using video camera(s). The videos were turned into a set of 
features that look at individual frames. While in [7], the project works on a real-time 
hand gesture recognition and human-computer interaction system. In this study, 19852 
images were collected from five people and classified into 16 different gestures. The 
researchers use a CNN from letNet-5 to recognize gestures. A CNN is a type of neural 
network that is designed to work with images. In this case, the CNN is being used to 
classify images based on whether they contain a hand. The reason the CNN is being 
fed a binary image (one that only contains two colors) is so that the classifier Images 
need to be pre-processed before they are fed into the CNN classifier [8]. This means 
that the images need to be edited or changed in some way so that the classifier can 
better understand them. A group of researchers has created a system that uses a range 
camera. This camera is able to take measurements of objects and then create a three-
dimensional image of them. The range camera is a type of camera that can see the depth 
of objects. This means that it can see how far away an object is at every pixel. The 
distance of 3D points is determined by a Time-of-Flight (TOF) approach using 
modulated infrared light. They used a finite state machine to recognize the 3d 
trajectories [9]. Some researchers at al-Azhar University used a Kinect camera to try 
and recognize signs language for 42 different medical words. They did this by using 
two different methods, which are called the K-Nearest Neighbors method and the 
Support Vector Machine method. This means that the system makes sure everyone is 
the same size and in the same position so that there are no arguments. The system was 
successful in recognizing 89% of the images for the KNN classifier with majority 
voting. The segmentation accuracy reached 91%. The system was trained on 840 
samples and tested on 420 samples.  

 
[10] Developed a system that uses a gesture recognition pipeline. The article is 

discussing a system that uses different image processing techniques like segmentation, 
tracking, and filtering to normalize orientation and extract features for classification.  
After the hand region is extracted, it is compared to a set of learned templates that are 
stored in a template database. The system then outputs the result of the comparison, 
which is used to determine what gesture the user is performing. The hand gesture 
recognition system invention helps. This means that the vectors (which are a type of 
mathematical information) are being used to figure out what hand gestures are being 
made. In Germany, a group of researchers [12] concerned to recognize German sign 
language using Dynamic Time Warping (DTW) algorithm for sequence matching, and 
Visual Gesture Builder (VGB) along with DTW to avoid comparing every gesture in 
the DTW dataset. The system detected most of the gestures (65.45%), but also had a 
lot of false positives (10. 91%). In [13], The researchers are investigating the Kinect 
camera for making an approach that converts the sign language to spoken language. 
The dataset has 2890 entries. The system incorporates hand movement, form, position 
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and orientation. They are used to convert Kosovo Sign Language into speech. This 
means that the computer was able to correctly identify static signs (ones that were not 
moving) 90% of the time. While in [14] researchers used Kinect to recognize Indian 
sign language and the 90% accuracy was for 13 out of 16 signs. The used dataset for 
this study has 36 classes and 5041 images. 
 

3 Convolutional Neural Network Design 

Through this study, the used research method is adopted from [15] and [16]. The 
used CNN mode utilizes keras library. Convolution is a special type of linear operation 
used for feature extraction, where a small array of numbers, called a kernel, is applied 
across the input, which is an array of numbers that is called a tensor. The developed 
CNN contains 10 layers that designed with LeNet and AlexNet styles (see figures 1 & 
2). These layers as following are consequences (1)first conv2d layer with relu, (2) first 
maxpooling2d, (3) second conv2d layer with relu, (4) second maxpooling2d, (5) third 
conv2d layer with relu, (6) third maxpooling2d, (7) flattening, (8) first dense layer with 
relu, (9) dropout, and (10) second dense layer with softmax. 

 

Fig 1: CNN Model (AlexNet Styl

 
Fig 2: CNN Model (LeNet Style) 
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The first perform is set feature extractor to be hierarchically composed with 
multiple learned layers and conducted learnable parameters for obtaining from high 
layer to lowest layer in Alex Net style. Meanwhile. The LeNet architecture is a simple 
design that uses fewer resources, making it a good choice for teaching the basics of 
CNNs. It is composed of three parts: convolution, pooling, and nonlinear activation 
functions. 

3.1 CNN Summarized & Visualized Models 
After the network model is defined, the model is summarized using summary 

function. Figure 3 shows the summary model. It indicates the layers and their order, 
output shape of each layer, number of weights and total number of weights in model. 

 
Fig 3 Summarized Model 

Through the summary model, the first convolution provides 62 and 62 as a size for 
the output image, and 32 to show number of filters in this stage. The Nonparametric is 
related to the batch size which it is None in the beginning. The Max-pooling layer aims 
to decrease the size of the feature map; the input of the first layer is divided by two and 
the filters remain 32.the flatten layer is hen applied to transform pooled feature matrix 
into single vector that is passed to the fully connected layer. Dense layer will add the 
fully connected layer to the neural network. Dropout process is added to promote 
redundancy in the weight matrix and regularize deep neural networks. Keras API also 
come up with another function to facilitate the understanding of complex neural 
network. In figure 4, a visualize plot model was created to show the order of the layers 
in the model. The visualize model helps to add a new layer in the wrong order, 
emphasize the output shape of any layer, and confirm parameters [17]. 
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Fig 4: CNN Visualized Model 

 

3.2 Training & testing processes 
The dataset for this project is created by researchers based on American Sign 

Language. The data includes 62000 (64x64 pixel) images of the 30 letter of Alphabets 
and 1 Word. It is split into training and test sets, and each letter or word contains 1750 
training images and 250 testing images in png format and HSV color model. Figures 5 
& 6 show the processes of capturing 2000 images of letter C. However, capturing 
images for dataset was one of the hardest parts of creating our system.  
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Fig 5: Process of creating gesture of letter C 

 

 
Fig 6: Capturing Gesture of letter C 

To solve skin color and background issue for creating and performing sign 
language dataset, HSV Color Model (figure 7) is utilized to gain exact sign.  

 

 

Fig 7: HSV vs RGB Color Model 
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4 Proposed System  
The proposed system is detected the deaf hand sign using camera from online 

video, the detected RBG sign image is converted to HSV (Hue, Saturation, Value) 
image, the HSV image is verified, and the features are extracted and recognized based 
on the developed database (The database was built by researchers) and CNN model. 
Finally, the sign is showed as a text and speech. The system can run using raspberry pi 
3 and above. Figure 8 illustrates the use case diagram for the proposed system. 

 
Fig 8 uses Case Diagram for Sign Language Recognition System 

The use case diagram illustrates the behavior described for the sign language 
recognition system; it includes two actors and fourteen use cases. The type of actor is 
human, with the core called deaf and dumb, who interacts with all functions of the 
system as well as for the purpose the system provides him with the solution, the second 
actor is called normal person who can write text and/or speech. The life cycle of the 
deaf and Dumb through the system is as follows: 

1- Enter the Application: the interface of application is compatible with actor 
conditions with easy to access camera. 

2- Initialize the camera: Turn on the camera is a role to capture the hand sign, it 
presents as input to system, the sub-function of this function is Adjust HSV 
color carry on by three aspects are hue, saturation, and lightness. 
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3- Adjust HSV color is modified refer to time and location for each experiment 
request specific setting up color then save it. 

4- The value of input to the camera is a scan hand that belongs to the frame 
boundary that must be verified to conduct accurate results unless the rest 
function will leak. 

5- To capture sign language from the hand of the deaf and dumb based on HSV 
color to recognize it as a series of images. 

6- The manipulate Action consist of save actions that interlink the image, catch up 
to sign, or spilt it by make space, speech out present by voice, or delete if decide 
the image ambiguity. 

7- Convert to text or speech in multifaceted use between deaf and dumb, and 
normal people, which function able to present two ways forward and backward. 

 
Fig 9 Component Model of Sign Language Recognition System 

The Sign Language Recognition System comprise package, classes, interface, and 
pipeline, the interface role treats input and output image specifically the input and 
output type multiple types as image, and voice text, where the forward process 
determine those type that request composite relationship with package and classes; the 
image capture request camera need adjust HSV color to determine the frame of the 
image and acquire the features of an image then multiple action class involve the 
primary function is save that association relationship with data base belong to 
conditions rules the convert to class able to apply. 

The proposed system falls into four main components which is compromises an 
HSV color space changer, main frame, sign frame and black sequence. Through the 
system executing, the user needs to run the terminal from start menu or press Ctrl + Alt 
+ T, chooses the system directory and run Start.py into Terminal, and then enters the 
camera index to initialize the camera. Check figure 10. 
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Fig 10: System Execution 

The user also has the option to check the available camera index in case there is 
another video device by running the command “ls –ltrh /dev/video*”,  “lsusb” to list 
devices attached to USB, or “lspci” to lis devices attached to PCI connector ( This 
option support Arduino devices).  ColorSpace Changer utilized to filters out a range of 
color and leaving you with range of color needed to detect hand. Different time and 
locations with different lightning need different setup. As mentioned in figure 10, 
usually the Upper HSV and Lower H&V are kept as it is and Lower S is chanced to 
detect the hand [18]. 

 
Fig 12: ColorSpace Changer to setup HSV 

After HSV is setup, the hand is located inside the green box (as shown in figure 
11), then the sign language is performed in the main frame. Letter or word related to 
each sign is showed at downside of left corner. 
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Fig 12: Zoom in process Fig 13: Sign Frame 

5 Results and Validation 
After Defining CNN architecture, researchers fit the model into training and test 

sets to optimize the model performance. The number of epochs is a hyperparameter 
that defines the number times that the learning algorithm will work through the entire 
training dataset, [19], [20] & [21]. The value of epoch is set to equal to 25 in this project. 
The model achieves 0.9988 accuracy, and the loss was almost 0.0015. see figure 14. 

  
Fig 14: Model Accuracy 

As a result, for the proposed system, the signs are then shown in the output board. 
Figure 15 A, B & C show a sample of different converted examples, where a 
combination of signs formulates the fully English sentence. 
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Fig 15A: Output board 

 

 
Fig 15B: Output board 

 

 
Fig 15C: Output board 

 
The user can use the following keys in the output board: 
“a” to save and shown letters into board. 
“s” to make space between words. 
“d” to delete the words. 
“f” to speech out the text on the board using pyttx . 

The researcher also developed a special remote that can control the main system 
commands. The proposed system reads the text on the output board by using pyttsx 
(text to speech) function [22]& [23], the user can choose the preferred sound for the 
speech whether male or female. See figure 16. 

 
Fig 16: Pyttsx function 
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6 Conclusion 
A recognition hand gestures for American sign language is presented in this paper. The 

characteristics recovered from the sign image are used to train a sign recognition using 

CNN method. The system is using raspberry pi and normal camera to detect and 

convert deaf sign. The system could identify 31 hand gestures, including the letters A 

to Z and a unique word "I love". Through this project, a dynamic recognition system 

was proposed to recognize the sign pattern from live video that is taking from camera. 

The researchers built their own dataset to test the proposed CNN model. The proposed 

CNN model used 25 epochs to provide high image training quality. The Model achieves 

0.9988 accuracy and almost 0.0015 loss. 
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