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Abstract 

     Unsurprisingly, the web has become a standard resource to access information. 

Universities and organizations have significantly switched their attention towards web-based 

information systems. It is challenging to design an Information Retrieval (IR) system which 

can search relevant information and ensure both high usability and user satisfaction. High 

usability results in reduced usage time, eliminated frustrations and increased satisfaction. 

Because the IR websites differ in technical characteristics and scope, it is also challenging 

to design and conduct the usability tests of these systems. Previous studies examining the 

usability of IR websites have researched a limited number of IR websites and/or based their 

analysis on a review of the search criteria and search results, and thes studies have addressed 

quality and accuracy of the search results. This paper provides a much-needed overview of 

popular academic IR websites from a usability perspective. We compared different design 

styles and layouts of popular IR websites. By employing usability testing and SUS techniques, 

the perceived difficulty has been analyzed, while users perform the given tasks. Our test 

results assert that no matter how accurate an IR system is, users might find it difficult or 

impossible to utilize if it is not usable.  

     Keywords: HCI; Usability Testing and Evaluation; Information Retrieval, SUS 
technique. 

1      Introduction 

Mobile and smart gadgets (such as phones, tablets, and smart TVs) or specialized devices with 
internet connectivity have made it feasible for individuals of all ages to access digital 
information today. Thousands of new applications, covering a broad variety of categories and 
uses, are uploaded to the Apple App Store and the Google Play Store every day [1]. A recent 
analysis by Grand View Research, Inc. [2] predicts that the mobile health (mHealth) app market 
size would achive US $149 billion by 2028, growing at a CAGR of about 17% between 2018 
and 2028. The mHealth app category is a sizable one in the app stores, and it has been gaining 
popularity over the last couple decades. Up to 34% of mobile phone users, some studies report, 
have one health app as a minimum installed on their mobile devices [3]. Smartphones and 
tablets have also accelerated the use of artificial intelligence (AI) in mobile applications that 
span healthcare systems, finance, and entertainment [4]. In this era of exponential technological 
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advancement, AI-powered mobile applications (apps) are used by users from all walks of life. 
Evidently, AI is progressively becoming a major part of people’s everyday lives [5], [6].  

Using AI-based healthcare apps is important  to patients; it is thus important that they are 
beneficial and not harmful. AI systems should thus provide patient satisfaction across multiple 
healthcare environments and be effective and efficient [7]. Hence, by examining the usability 
of mHealth apps, we can uncover their issues, help redesign systems, spend less time and 
money, and improve user acceptance [8]. When defining the usability of a system, 
effectiveness, efficiency, learnability, ease of use, and user satisfaction are considered some of 
the most common attributes. An often-used analytical method for usability evaluation is 
cognitive walkthrough (CW) [9]. 

Lewis and Wharton developed CW to evaluate the usability of interfaces using theory-based 
evaluation [10]. It is employed to identify problems and generate proposals about their causes. 
Learning through CWs is aimed to simplify learning, especially through exploratory learning. 
In medical equipment evaluation, CW is used to evaluate depression screening models [11], 
nurse information systems [12], diabetes management systems [13], and other healthcare 
systems. It is advantageous to use CW in healthcare, as it can be used to identify important 
usability problems quite easily, quickly, and cheaply when real usability testing is not feasible 
[14]. 

The rest of the paper is organised as follows: Section 2 discusses previous studies that evaluated 
the AI-based system. Section 3 describes the detailed methodology of our evaluation process. 
Section 4 presents the qualitative and quantitative findings of our evaluation. Finally, Section 
5 details our conclusions. 

2      Related Work 

Usability and aesthetics are crucial factors to consider while designing a website. Many studies 
cited by Palmer [3] demonstrate the correlation between aspects including download speed, 
page layout, information architecture, content kind and volume, personalization, 
responsiveness, and the performance of web-based portals in terms of usability. Sonderegger 
and Sauer [10] used a computer simulation of a mobile phone to demonstrate how the visual 
look of the phone might alter perception of its usage, performance, and beauty. Users of the 
more aesthetically pleasing gadget rated it higher in use and attractiveness, even though the 
two phones were otherwise equal. Moreover, the time spent doing activities was computed and 
said to be less than the  spent time in the case of the appealing ones, underscoring the influence 
that an appealing design may have on  a user experience as a usability component. 

Even if they aren't directly connected to the process choice, structural aspects such as typeface 
and typography [11], color [12-14], images [11,15], or information and data placement on a 
given page [16,17] may contribute to satisfying usability. Providing a satisfying and 
memorable encounter for the user is one way to do this [11,18]. User perception by extension, 
desire to buy or showed a choice may be influenced by color [19]. Bonnardel et al. [19] shown 
that users' reactions to a system's color scheme can be predicted with high accuracy. Both color 
and images have the potential to grab the attention of web users [11,15], but improper 
management of then may render them useless. Laeng et al. [20] and Rik and Michel [21] found 
that visuals, namely images, are the most popular parts of a website. When it comes to the 
design of the site itself, the writers of [22] analyzed the impact of several factors on the usability 
of websites. According to the  research conducted by Tichindelean et al. [11], there are some 
important structures and designs that might increase the usability of website landing pages. 
According to their findings, readers are more likely to focus on the content located at the page's 
top, middle, and right. Participants' focus is mostly on the text, as noted by Matzen et al. [23]. 
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The usability of a website depends on a number of factors, including the names of each part, 
the placement of the pieces, and the size of the elements. Zlokazova et al. [24] conducted 
research in a similar field, looking at how the layout of an airline's website might affect user 
experience. Despite making a number of mistakes, the research found that the two-page format 
helped individuals to complete their tasks more quickly. Users' increased mental effort may 
explain this discovery. 

Local and specific organization website layouts have been researched and analyzed in the near 
past as well. Gossen and Nurnberger [25] have conducted a survey of young users’ behavior 
about IR websites. In their findings they listed the shortcomings of the website designs and 
suggested improvements. In another literature review, Zahabi et al. [26] surveyed medical data 
interface usability issues. They evaluated the safety techniques and proposed design 
improvement guidelines. Anupriya and Kaur [27] compared and contrasted eight different life 
insurance websites (LIC, 92 SBI Life, HDFC Life Insurance, and Max Life Insurance) based 
on trust, aesthetic appeal, innovation, information fit-to-task, personalized information, 
response speed, intuitive operations, and relative benefit. Jiuqiang aimed to measure the 
usability of the four software stores by testing effectiveness, efficiency, and satisfaction [28]. 
he concluded new design goals and design principles from his software usability test which 
spanned over ten participants. Similarly, Bataineh and others in [29] explored the usability of 
three Dubai e-government units’ websites utilizing eye tracking technique. They focused on 
understanding the participants’ navigation behaviors on the web page based on pre-arranged 
tasks in addition to factors that affect their information searching behavior. Kaysi and 
Topaloglu [30] compared the usability of an existing student information system with a new 
system developed after the usability improvements. They found that the second system's design 
outperformed the first in terms of usability metrics the including total task time, number of 
fixations, and  the average length of each fixation. Similarly, in [31], Pawel and others 
published the results of a study that aimed to evaluate the usability of selected web services 
using eye-tracking and concurrent thinking aloud (CTA) techniques. Duygu and Kursat [32] 
examined usability of five Turkish e-government portals with nine participants using a 
combined method consisting of quantitative and qualitative approaches. Their study identified 
the usability problems encountered while using the government services, and then suggested 
improvements. In another recent study, Sauer et al. [33] rehearsed the impacts of operational 
conditions on usability testing. They did a direct comparison between the remote and traditional 
field testing and testing in a lab. Their research showed that there were important distinctions 
between field and lab-based usability assessment in the face of challenging operational 
situations (e.g., dual task demands, poor product usability). 

As far as the research on IR websites is important, it has also attracted the attention of the 
researchers. Diane and Kelly [34] outlined the primary factors to consider when assessing an 
IR system's interactivity and proposed many experimental layouts and sampling techniques. 
They also discussed central instruments, as well as the validity and reliability concerns with 
regards to the measurements and the applied techniques. Savolainen and Kari [35] investigated 
the relevance criteria that the users establish for themselves when selecting hyperlinks in online 
searches. Talking aloud data from 9 self-directed Google searches was analyzed quantitatively 
and qualitatively. The findings revealed that although many different criteria were used, certain 
criteria, like specificity, tended to exert dominance. Kengeri et al. [36] studied the effects of 
popular digital library attributes on search and retrieval attempts. For the development of future 
digital libraries, they developed a taxonomy of features and shared user suggestions. Methods 
for evaluating the usability of digital libraries were created by Judy and Jeng [37]. Usability's 
many facets were covered, and the article established the close connection between usability's 
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three primary factors: efficiency, effectiveness, and user happiness. Brenda et al. [38] reviewed 
major usability principles and explored the applications of formal usability testing to an 
existing library website. Kelly L and Diane H [39] investigated the use of criteria to assess 
relevant, partially relevant, and not-relevant documents. The importance of context and 
relevance for the usability testing of IR websites has been studied by many researchers 
[34,35,39–41]. Carol and Barry [40], for instance, explored a relevant assessment by allowing 
participants to provide their own search statements to an IR system. However, recent and 
comprehensive studies are limited in this area.    

In addition, Khabsa and Giles [42] recently used Google Scholar and Microsoft Academic 
Search to study the coverage of IR websites. Thorpe and Lukes [43] examined 430 public 
library websites in Indiana. Thorpe and Lukes studied a total of 129 characteristics on each 
homepage, including those related to navigation, search, content, and Web 2.0. The results 
provided a profile of public library homepage design while revealing widespread patterns in 
that area. Anderson [44] evaluated various usability testing approaches in a user-centered 
context and relevance, observing searches and relevant evaluations in a formal usability 
laboratory. In addition to their prior expertise and knowledge, Kammerer and Gerjets [45] 
analyzed the effect of CTA instructions. The findings revealed that, in comparison to neutral 
instructions, participants' verbal comments on information quality and on structural 
characteristics of Web sites were much higher when prompted CTA instructions were used. 

2.1 Research Gap and Goals  

There are previous studies which have examined the usability of IR websites. However, they 
have either emphasized a limited number of IR websites [38,43,46] or have focused their 
research on the searching capabilities of IR websites for systematic review [7,47] and have 
addressed the quality and accuracy of the search results. Without a doubt, the capability of IR 
systems to retrieve results in an effective and efficient manner determines its suitability in 
systematic searches. We, however, argue that users might find these search results difficult to 
utilize if it is not usable.  

On the other hand, as far as the research on usability testing has been increased, it has either 
focused on only one specific personality trait like extraversion [48], on one type of usability 
metrics like survey data [49], or on a specific IR website [43]. In the ever-changing domain of 
IR there are newer usability elements and layouts being employed. Various usability studies, 
such as Bucher and Schumacher [50], showed that the layout and design have a high influence 
on visual attention to information and memorization.  

Motivated by these findings that high usability ensures high user satisfaction, the present 

research seeks to compare and analyze different popular IR websites and identify the design 

styles, layout and formats which increase the usability of an IR website. Specifically, this 

research provides a much-needed overview of popular academic IR websites from a usability 

perspective. Our research examines different IR websites and analyzes their unique 

characteristics to satisfy user the needs and achieve higher usability. This research examines 

the usability of common IR websites using two different usability evaluation methods; usability 

testing and system usability scale (SUS) technique 

 

3      Research Methodology 

The essence of usability evaluation is to find out what works and what does not work in an 
interface. There are different usability evaluation methods. Certain methods use data from 
users, while others rely on usability experts. In a recent study, Hass [51] had discussed several 
usability methods and their effectiveness. He described the steps involved in running a usability 
study such as users’ recruitment and test environment. This can help to formulate how and 
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what data to be collected. Majed and Mayhew [52] found that task design can play a vital role 
in usability testing results, where it was shown that changing the design of the task can cause 
differences in the results. Roobaea et al. [53] developed a new evaluation method using 
heuristic evaluation and user testing techniques in novel ways. Their adaptive methodological 
framework is proposed to be utilized for generating a domain-specific evaluation method. This 
has been claimed to offer better usability evaluation results in any certain domain [53].  

3.1 Evaluation Methods 

To evaluate the usability of common IR websites, we used two usability evaluation methods as 
recommended by Nielson Norman Group [54] and digital.gov [55], and commonly used by 
researchers [11,48,56]: (a) Usability Testing and (b) System Usability Scale (SUS).   

3.1.1 Usability Testing  

Usability testing is expected to offer a deep understanding for a certain website. It can also 

clearly help to better understand the usage and the user experience of user interfaces through 

experimental approach. Typically, during an experiment, participants perform a set of tasks 

while observers watch, listen, and take notes. The goals of the evaluation method are to identify 

any usability problems, collect data, and determine the participant’s satisfaction with the 

product. 

 The usability testing technique we use is unmoderated and is conducted in-person. An 

unmoderated test is done without direct supervision. In this test, the researchers watch but are 

not allowed to participate, thereby minimizing the chance that a moderator could affect the 

users with their concerns. In-person tests offer additional data points, since observers are able 

to watch and analyze users’ body language and their facial expressions. 

 The data points we gathered are quantitative in nature (i.e., frequency and severity rating of 

the problems faced, success rates, and task time). These types of data yield the participant’s 

perceived objective difficulty and are popular for comparative study and, thus, are a best match 

for our research.  

To complement the user’s perceived objective difficulty, we also measure their user’s 

subjective difficulty by using the Concurrent Think-Aloud (CTA) technique. The CTA is one 

of the dominant approaches of usability testing and it provides insight into people’s experiences 

as they interact with the website [57,57]. During their task execution, participants are asked to 

verbalize what they are thinking and doing as they performed a task.  

Further, the participant’s testing session is timed and the audio and video of the task execution 

is recorded. Audio recorded the participants voices while verbalizing their CTA and video 

recorded the screen to capture participant’s interaction with website, such as mouse clicks, 

movements, and scrolling. Session recordings are described as a key source to detect major 

usability problems and errors. It can also enrich the data as observers can determine how users 

interact with the page elements while performing the given tasks.  

 

 

3.1.2 System Usability Scale (SUS) 

After completing tasks, each participant evaluated the difficulty level for fulfilling the tasks 
(perceived difficulty a.k.a. subjective difficulty) by responding to System Usability Scale 
(SUS) form. The SUS is considered as an alternative and standardized subjective method for 
assessing the usability of a system from participants point of view. Participants respond to ten 
statements using a 5-point Likert scale (strongly agree to strongly disagree) [58]. A final score 
from 0 to 100 is calculated for the usability of the system. As interpreted by [59], the SUS score 
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below 30 means that the website is not acceptable, a score between 30 and 60 means the website 
is marginally acceptable and above a score above 60 makes the website acceptable. 

3.2 Selection of IR websites 

To include all of the IR websites for the detailed analysis, it would be a tedious task. To obtain 
a broader picture of the qualities of IR websites, we classified the websites based upon their 
nature and feature and selected one popular representative IR from that category. The selected 
websites for the usability testing are; (a) ACM (www.acm.org/dl) – a publisher’s digital library, 
(b) The Internet Archive (TIA) (www.archive.org) – an open access digital library, (c) 
Research Gate (RG) (www.researchgate.net) – a researcher community social networking 
website, (d) Semantic Scholar (SS) (www.semanticscholar.org) – an AI based search system, 
and (e) Google Scholar (GS) (scholar.google.com) – an open access search website. Figure 1 
shows the landing page of these IR websites. See Table 1 for the list of the selected IR web 
systems and their characteristics. 

 
                                                           (a) ACM                                                (b) TIA 

 

                                         (c) RG                                                                      (d) SS 

                                                                              

(e) GS 

Figure 1. The landing page across 5 IR Website 



 

 

 

 

131                                                                 Usability Evaluation of Information Retrieval …             

                 

Articles produced by the Association for Computing Machinery (ACM) in its journals, 
magazines, and sessions are all available in full-text form in ACM. The Internet Archive (TIA) 
is a virtual library that makes available online for no cost a wide variety of digitized works. It 
has millions of e-books, hundreds of software programs, and thousands of websites. RG is a 
paid social network, where scientists and academics may exchange and discuss published 
articles. It links over 20 million academics and provides access to over 135 million papers. 
Powered by AI, SS helps users sift through volumes of academic material. It summarizes 
academic publications using the state-of-the-art NLP technology. GS is a publicly available 
online search engine that indexes the full text or metadata of academic literature from a wide 
variety of publishers and fields of study. These five IR sites were selected not only for their 
widespread use, but also for evaluates the various styles of information presentation, search, 
and retrieval. 

ACM website presents the content in an asymmetrical layout whereas TIA uses a long scrolling 
grid of cards layout for the same. RG presents the content in a long scrolling single column 
layout. SS displays the contents in a layout similar to the F-shaped eye grazing pattern whereas 
GS uses a simple fixed sidebar web page layout. 

 

Table 1. IR web systems included for the usability testing 

Name Category Open Access? Free/p

aid? 

Coverage 

(million) 

ACM Publisher’s digital library website Proprietary Paid 2 

TIA Open access digital library website Open Free 36 

RG Researcher’s social networking website Proprietary Free 135 

SS AI based search website Proprietary Paid 40 

GS Open access search website Mixed Free 390 

3.3 Selection of Testing Tasks 

The way people interact with an IR website is highly contingent upon; (a) their task, (b) their 
assumptions from previous experiences, (c) the page layout, and (d) the type of the content. 
Having this in mind, the user’s experience with an IR web site is highly subjective and unique. 
Nevertheless, there are necessary features that an IR website is expected to provide to fully 
expose its functionality. These necessary features are to enable a user to; (a) precisely specify 
a search query to easily find a piece of information, (b) sort the results of search based upon 
the desired characteristics, (c) download and fully explore a searched item, (d) easily find and 
use primitive website features, e.g., access to privacy policy, locate cost of subscription and 
make payment, and print a desired file or piece of information. To test the usability of these 
necessary features of the IR websites, we opted a user-centered task design approach similar to 
the [8]. This approach allows test participants to behave naturally and freely express their needs 
while performing the given tasks. 

  

Table 2. Tasks and their respective Objectives and Explanation 

Sr. No. Task Explanation 

Task-1  Search a piece of information Searching is the most primitive feature of any IR system 

and a well-designed IR website must support this 

feature at a prominent position. 

Task-2 Download a piece of information The searched results must be downloadable to be 

accessible for an offline reading. 
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Task-3 Print out piece of information Besides the search capability, a well-designed IR website 

should also enable ease of use by providing primitive 

usability features such as printing. 

Task-4 Find a price for a service The paid services provided by the IR website must be 

clearly marked and accessible on the IR website. 

Task-5 Explore a piece of information The IR website must not depend upon external resources 

and should facilitate an enjoyable and satisfactory 

platform for the reading of the retrieved content. 

 

We designed five tasks which are explained in Table 2. The rationale behind opting  five tasks 
is to ensure that HCI usability recommendations [1,6] are met which suggests that the number 
of tasks should be between three and seven. In order to perform any job, users started at the 
homepage and then navigated to other sections of the site. Each task is designed in way that it 
requires exploration of a certain section on the website.  Collectively these five tasks require 
participants to fully explore a website under a test. These tasks, therefore, enable us to better 
compare the usability pros and cons of the IR websites.  

In this way, if one step in the process fails, it won't affect the rest of the process, and vice versa. 
Moreover, the activities were ordered such that each successive one would be more difficult to 
complete than the one before it. Each successive job will be completed more quickly because 
users are supposed to have learned from their prior experience, mitigating the effect of the 
increasing complexity of the tasks. In addition, a brief narrative has been provided to clarify 
the responsibilities and set the setting. 

As all the IR websites under study, differ in their approach and features, one task cannot fit for 
all of them. For example, ACM requires a subscription to give a full access to its content, 
whereas the Internet Archive seeks a voluntary donation. We, therefore, slightly modified the 
tasks to adjust to the working of a given IR website. These tasks are described in Table 3. 

Table 3. IR Websites and their respective Tasks 

Website  Task Description 

ACM Task-1 Find e-book A practical guide to usability testing by Joseph 

Dumas. 

Task-2 Find and download an article cited by more than 50 times. 

Task-3 Print the Privacy Policy statement of the website. 

Task-4 What’s the yearly library subscription cost for university 

students from China? 

Task-5 Find an article defining contextual inquiries. 

TIA Task-1 Find e-book A practical guide to usability testing by Joseph 

Dumas. 

Task-2 Find and download an article previewed more than 50 times. 

Task-3 Print the Privacy Policy statement of the website. 

Task-4 What is the minimum monthly donation one can make? 

Task-5 Find an article defining contextual inquiries. 

RG Task-1 Find e-book A practical guide to usability testing by Joseph 

Dumas. 

Task-2 Find and download an article cited by more than 50 times. 

Task-3 Print the Privacy Policy statement of the website. 

Task-4 How much it cost to post a 30-day job advertisement to hire two 

persons? 

Task-5 Find an article defining contextual inquiries. 

SS Task-1 Find e-book A practical guide to usability testing by Joseph 

Dumas. 
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Task-2 Find and download an article cited by more than 50 times. 

Task-3 Print the Privacy Policy statement of the website. 

Task-4 What’s costs for the RESTful S2AG API to look up Paper and 

Author? 

Task-5 Find an article defining contextual inquiries. 

GS Task-1 Find e-book A practical guide to usability testing by Joseph 

Dumas. 

Task-2 Find and download an article cited by more than 50 times. 

Task-3 Print the Privacy Policy statement of the website. 

Task-4 What’s the cost to link your website with Google Scholar? 

Task-5 Find an article defining contextual inquiries. 

3.4 Participants 

Usability testing guidelines [54,55] suggest that quantitative studies should test approximately 
15 to 20 users to get statistically significant numbers. We, therefore, recruited 18 voluntary 
users – ten students, five faculty members, and three staff members. There were ten males and 
eight female participants. Each participant performed these five tasks on all five IR websites. 
The participants and their characteristics are presented in Figure 2.  

 

Figure 2. The Participants and their Characteristics 

3.5 Metrics and Measures 

During the task planning, candidate selection, task execution, and after completion of the 
testing sessions via analysis of observations and verbalization recorded by CTA, we 
accumulate usability testing quantitative data. The analysis of these quantitative usability 
testing data helps us to describe the user experience and identify the design elements and 
structures of information that formulate a good design increases the usability of an IR website. 
The metrics we aim to measure, are summarized in Table 4 and explained in details in the rest 
of this section. 
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3.5.1 Problem Frequencies  

It’s important to know what are the common usability problems, what are their severity ratings, 
and how many users encountered those problems, therefore, we computed the usability 
problem frequency [60]. Firstly, to identify the unique problems faced by participants, we 
analyzed the testing sessions and CTA verbalization. The approach we used to analyze the 
testing session is proposed by McCloskey [61] and is widely practiced in the industry [62–64]. 
These problems are also known as measured difficulty or objective difficulty. As not all the 
problems are the same and have different effects on the usability of the website, we also assign 
a severity rating to every problem. The severity of the usability problems is defined by Nielsen 
[64] as a combination of three factors; (a) the frequency with which the problem occurs, (b) 
the impact of the problem if it occurs, and (c) the persistence of the problem. Based on their 
severity ratings, these usability problems can be classified into five different categories (0 for 
the least important, and 4 for the most important), as shown in Table 5. Lastly, we count how 
many users encountered each of these unique usability problems. This measure indicates how 
common a usability problem is. 

 

 

 

 

 

 

 

 

Table 4. Usability Testing Measures 

Metric  Explanation 

Problem Number of common usability problems 

Frequency Severity Rating of each problem 

Number users encountered each problem 

Success Rates Success Rate at Level-1 

Percentage of users who completed a task without any help 

Success Rate at Level-0.5 

Percentage of users who completed a task with a help 

Success Rate at Level-0 

Percentage of users who failed to complete the task 

Task with highest success rate at each level 

Task with lowest success rate at each level 

Task Times Average Task Success-Time 

Report time spent by users who successfully completed the task 

Average Task Failure-Time 

Include time spent by users who failed to complete the task 

Average Task Time 

Measures the total duration users spent on the task 



 

 

 

 

135                                                                 Usability Evaluation of Information Retrieval …             

 

3.5.2 Success Rates 

One of the more common metrics used in a user experience is a task success or completion 
rate. We used a three levels of success [65] measure: (a) Success Level-1: when a user was able 
to complete a task without any help, (b) Success Level-0.5: when user was able to complete a 
task with support or with lots of effort, and (c) Success Level-0: when a user failed to complete 
a task. To report the success rate, we calculated the percentage of users who were at a given 
success level. For each success level, we then reported the tasks with the highest and lowest 
success rates. The task with the highest success rate depicted the most convenient task and the 
task with lowest success rate indicated the most cumbersome task. 

 

3.5.3 Task Times 

Time spent on a task is the most commonly collected metric for usability studies. A task time 
measures the efficiency and productivity of a product or a service [66]. If the user spends an 
extended amount of time completing an action, that means the interaction is not properly 
designed. We measure the time as the seconds a participant spend to successfully complete a 
given task with or without an assistance. If the user fails to complete the task, we measure the 
task time as the time a user spent on the task. We measured following three task time measures 
[67]: (a) Average Task Success Time which includes only users who have successfully 
completed the task, (b) Average Time to Failure which reports the average time that the  users 
are spending on a task before they give up or complete the task incorrectly, and (c) Average 
Time on Task which measures the total duration users are spending on a task. 

4. Usability Tests Findings and Analysis  
As mentioned earlier, this study sought to answer the research questions as set out in 

Section 2.1. In this section, we evaluate and analyze the testing results to be able to examine 
the IR website’s usability.  

 

4.1. Usability Testing Results  

4.1.1. Frequencies of Usability Problems 

It has been identified the unique problems faced by the participants and then calculated the 
frequency of the problems while performing the given tasks. Experts analyzed the usability 
audio and video sessions and identified a total of five unique problems. Of the five unique 
problems discovered, P-1 problem was rated as not a usability problem of Severity-0, P-2 as a 
cosmetic problem of Severity-1, P-3 and P-4 as major problems of Severity-3, and P-5 as   

fatal problem of Severity-5 – no minor rated problem of Severity-2 was found during our 
analysis. We wanted to compute frequencies of the Usability Problem. This measure indicates 

 

 

 

 

Table 5. Problem Severity Rating 

Rating  Category Description 

0 No Problem This is not a usability problem at all 

1 Cosmetic This only needs to be fixed if time permits 

2 Minor Fixing this should be given low priority 

3 Major Fixing this should be given high priority 

4 Fatal Must be fixed 
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the difficulty level of participants while performing a given task. Firstly, for each unique 
problem, we counted its occurrences in an execution of a given task. Then, we computed the 
problem occurrence to a participant count ratio by dividing these occurrences with the number 
of participants encountered that problem in that given task. These Frequencies of Usability 
Problem along with their severity ratings  are shown in Table 6. 

Table 6. Frequencies of Usability Problem Faced 

Sr. No. Problem Observed Severity ACM TIA RG SS GS 

P-1 Task performed without an 
issue 

Severity-0 2 5 36 56 49 

P-2 UI could have been improved Severity-1 79 76 40 27 39 

P-3 It took too many clicks Severity-3 22 2 7 1 0 

P-4 It was not easy to locate the 
feature 

Severity-3 52 55 30 6 24 

P-5 Did not complete the task Severity-4 42 41 20 10 22 

 

The results show that participants observed most the problems while interacting with ACM 
website and the minimum problems on SS website while performing the five tasks. According 
to these results, participants observed most Severity-1, Severity-3, and Severity-4 problems 
while interacting with ACM website and minimum Severity-1, Severity-3, and Severity-4 
problems while performing tasks on SS website.  

The frequency of problem severity was also calculated for each task. This measure 
indicates how catastrophic usability experience of participants is while performing a given task 
and the results are presented in Table 7. 

As seen in Table 7 that while performing the Task-1 on ACM website, 17 participants 
observed at least one or more Severity-1 problem and all the 18 participants faced at least one 
or more Severity-3 and Severity-4 problems. In comparison, on SS website, 3 participants 
observed at least one or more Severity-1 problems and two participants faced at least one or 
more Severity-4 problems. The results show that participants found it very convenient to 
perform Task-1 on SS website and most difficult on ACM website. As Task-1 tests the search 
capability of the IR websites, we can assert that SS presents the search results in the most usable 
and convenient manner. 

The results suggest that participant found it most difficult to perform Task-2 on TIA 
website (18 participants faced Severity-1 problems, two observed Severity-3 issues and eight 
faced Severity-4 problems) and easiest on the SS website (three participants were observed to 
face Severity-1 problems only). It shows that the SS website also delivers the best experience 
while performing the Task-2 of downloading a particular piece of information. 

While participants were performing the Task-3, experts observed the results similar to 
Task-2. While performing Task-3 on TIA website, 15 participants observed at least one or more 
Severity-1 problem, 14 participants faced at least one or more Severity-3, and 11 participants 
were seen facing Severity-4 problems. In comparison, on the SS website five participants 
observed at least one or more Severity-1 problem and only one participant faced at least one or 
more Severity-3 and Severity-4 problems. Again, SS website the outperformed other IR 
websites when participants performed the task of printing.  

The participants found RG website most cumbersome to deal with while performing Task-
4 (17 participants observed at least one or more Severity-1 problem, all 18 participants faced 
at least one or more Severity-3, and 10 participants were seen facing Severity-4 problems) and 
is SS easiest (nine participants observed at least one or more Severity-1 problem, two 
participants faced at least one or more Severity-3, and four participants were seen facing 
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Severity-4 problems). The results show that the participants experience the  highest usability 
while searching the price of a piece of information. 

 

Table 7. Frequency of Problem Severity and their Aggregate 

Severity Task ACM TIA RG SS GS 

 

 

Severity-0 

Task-1 0 0 13 14 9 

Task-2 2 0 5 15 13 

Task-3 0 0 7 13 11 

Task-4 0 5 0 3 0 

Task-5 0 0 11 11 16 

 

 

Severity-1 

Task-1 17 18 3 3 8 

Task-2 12 18 7 3 5 

Task-3 18 15 7 5 7 

Task-4 14 11 17 9 15 

Task-5 18 14 6 7 4 

 

 

Severity-2 

Task-1 0 0 0 0 0 

Task-2 0 0 0 0 0 

Task-3 0 0 0 0 0 

Task-4 0 0 0 0 0 

Task-5 0 0 0 0 0 

 

 

Severity-3 

Task-1 27 16 2 0 5 

Task-2 11 14 3 0 0 

Task-3 6 14 3 1 5 

Task-4 20 6 24 3 14 

Task-5 13 6 5 0 0 

 

 

Seveirty-4 

Task-1 18 7 1 2 2 

Task-2 18 8 4 0 1 

Task-3 2 11 3 1 1 

Task-4 5 7 10 4 16 

Task-5 9 8 2 3 2 

 

 

Finally, the ACM website was found to be the  most difficult to interact with while performing 
the Task-5 (all 18 participants observed at least one or more Severity-1 problem, 13 participants 
faced at least one or more Severity-3, and nine participants were seen facing Severity-4 
problems) and  the GS  is the most convenient one (four participants observed at least one or 
more Severity-1 problem, and two participants were seen facing Severity-4 problems). The 
participants have almost similar experiences at the SS website where six participants observed 
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at least one or more Severity-1 problem, and three participants were seen facing Severity-4 
problems. 

 Table 7 also shows the aggregate of these frequencies. The ACM website was found to 
be the most poorly structured and the participants found a highest number of Severity-1, 
Severity-3 and Severity-4 problems with this website, a total of 79, 77, and 42, respectively. 
The SS website performed the best among all these websites with a total of 27 Severity-1, four 
Severity-3 and a total of ten Severity-4 problems. The results show that the ACM website is 
most prone to the problems while SS is the least prone to them.  

These findings revealed that SS outperformed all other IR websites in terms of the overall 
number of usability problems discovered, and the number of unique and minor problems for 
each task performed. An explanation for these results may be that the SS website not only 
yielded better results to the search query but also presented them in a very convenient and easy 
way to locate layout. Not surprisingly, GS and the RG websites having similar landing pages 
performed close to the SS website and better than TIA and ACM websites. 

4.1.2 Success Rates of Tasks 

Firstly, we calculated the Success Rates at different levels of success for each task. The 
results are shown in Table 8 and Figure 3. 

 

 

 

 

  

  

 

 

 

 

Table 8: Success Rate for each Task across all IR Websites 

Task ACM TIA RG SS GS 

S M F S M F S M F S M F S M F 

Task-1 0 0 0 39 6 56 89 0 11 89 0 11 89 0 11 

Task-2 33 22 44 44 0 56 72 0 28 100 0 0 94 0 6 

Task-3 83 6 11 39 0 61 72 11 17 94 0 6 83 0 7 

Task-4 56 11 33 61 0 39 11 28 61 78 0 22 11 0 89 

Task-5 0 0 100 61 0 39 83 0 17 83 0 17 94 0 6 
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Figure 3. Success Rate for each Task across all IR Websites 

 

The results show that the none of the participants was able to successfully complete Task-
1 on the ACM website. The highest percentage of participants, who were (89%) successfully 
completed the Task-1 on the RG, SS, and GS websites. 

The lowest percentage of participants (33%), successfully completed the Task-2 on ACM 
website whereas all the participants successfully completed this task on SS website. The 39% 
of the participants struggled to successfully complete the Task-3 on TIA website. On the other 
hand, 94% of participants completed the same task on the SS website without any help.  

Task-4 was found to be the most difficult task where 56%, 61%, 11%, 78%, and 11% of 
the participants successfully completed this task on the ACM, TIA, RG, SS, and GS websites, 
respectively. Also, for this task the maximum number of the participants (28% for RG website) 
demanded assistance in comparison with any other task.  
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Finally, 94%of the participants were successfully completed the Task-5 on GS website 
and 83% of the participants successfully completed this task on the RG and SS websites. No 
participant was able to complete this task on the ACM website. 

 

 
                                                        Figure 4. Success Rate for each IR Website 

The results in Figure 4 show  the average success rate of all five tasks for each IR website.  
ACM website yielded the poorest usability success rates. On the ACM website for all of the 
five tasks, the average level-1 success rate is 34% and the average level-0.5 success rate is 8%.  
On the other hand, 58% of the participants failed to complete the given tasks on the ACM 
website. Level-1 and level-0.5 success rates for all the given tasks performed on the TIA 
website are 49% and 1%, respectively whereas for the same the level-0 success rate is 50%. 

For all the given tasks performed on the RG website, the Level-1 and level-0.5 success 
rates are 66% and 8%, respectively whereas the level-0 success rate for all the tasks is 27%.  
The participants most successfully performed their tasks on the SS website. For this website 
Level-1 and level-0.5 success rates are 89% and 0%, respectively. Only 11% of the participants 
failed to perform the given tasks on the SS website.  

GS website delivered the second-best level-1 success rates (74%) and 0% level-0.5 
success rates. On this website, 26%of the participants failed to perform the given tasks. 

 

4.1.3 Time on Tasks 
The audio and video recordings of the testing session have been analyzed and the time spent 
on the tasks has been calculated. The results are shown in Table 9. 

 

 

Table 9: Average Success(S) and Failure(F) Time(sec) of Tasks across 5 IR Website 

IR Websites Task-1 Task2 Task--3 Task-4 Task-5 

S F S F S F S F S F 

ACM 0 392 322 322 225 366 270 301 0 261 

TIA 217 203 273 197 122 147 76 82 247 213 

RG 117 203 105 65 139 52 341 256 104 115 

SS 123 65 91 0 77 28 207 80 193 159 

GS 116 0 68 240 80 240 172 297 251 92 
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Firstly, we compute the Average Task Success-Time which includes only users who have 
successfully completed the task. The results are presented graphically in Figure 5(a). The 
minimum average success time suggests how convenient a task was for the participants to 
complete. The minimum average success time to complete Task-1 is 116 seconds and is 
observed on the GS website. That is followed by RG and SS websites with average success 
time 117 seconds and 123 seconds, respectively. The minimum average success time for Task-
2 is 68 seconds on GS followed by SS and RG with average success time 91 seconds and 105 
seconds, respectively. The minimum success time for Task-3 is 77 seconds on SS, for Task-4 
is 76 seconds on TIA, and for Task-5 is 104 seconds on RG. No participant could complete the 
Task-1 and Task-5 on the ACM website.  

Secondly, we measured the Average Task Failure-Time which is also known as Mean 
Time to Failure. It reports the average time users are spending on the task before they give up 
or complete the task incorrectly. The Figure 5(b) presented the results. The minimum average 
task failure time for Task-1 is 30 seconds and is observed on the SS website.  The minimum 
average task failure time for Task-2 is 65 seconds on RG. No participant failed to perform 
Task-2 on the SS website, and therefore, the SS website does not have an Average Task Failure-
Time. The average task failure time for Task-3 is 28 seconds on SS, for Task-4 is 80 seconds 
on SS, and for Task-5 is 92 seconds on GS. 

  
                                         Figure 5. Average Time of Tasks across 5 IR Websites 

We also report the Average Time on Task in Figure 6. The minimum average task time 
for Task-1 is 112.5 seconds and is observed on SS website. The same time for Task-2 is 77.4 
on GS, for Task-3 is 74.39 on SS, for Task-4 is 78.01 on TIA, and for Task-5 is 106 on SS.    
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                                                               Figure 6. Average Task Time for IR Websites 

There is a large amount of variation in the time to complete the task on an IR website. 
Such behavior patterns may have many origins: previous experience in use of the particular 
service, knowledge of the similar IR web systems, or the knowledge of the domain in which 
the tasks were framed. These results are in line with a number of other studies such as 
[41,68,69], which suggest that the use of familiar information alongside location of the 
elements of a web design can have a positive impact of the visual search, thus increasing the 
chances for a faster task performance.  

4.2 SUS Results 

In order to measure participants’ perceptions of the usability of the chosen website, participants 
were asked to fill out the SUS. An analysis of the responses from both groups is summarized 
in Figure 7. 

The overall analysis reveals that participants found the ACM website very unusable, 
unnecessarily complex and cumbersome giving it merely 13 on the SUS scale. The three 
websites (i.e., RG, SS and GS) all received high scores in the proximity of 90 on the SUS scale.  
The SUS results slightly differ from the problem severity results presented in Table 6 and in 
Table 7. That is due to the fact that participants rate problems are different from the experts. 
The experts have knowledge of the problem frequency, problem statements, and better 
understand their severity levels on the overall user interface. 

 

Figure 7. SUS Results across 5 IR Website 

Compared to earlier research it has been found that for the measurement of the usability of 
websites and applications, SUS is widely adopted due to its remarkable advantages -it provides 

SU
S

 S
co

re
 



 

 

 

 

143                                                                 Usability Evaluation of Information Retrieval …             

reliable results and is easy to conduct, as compared to the other surveys [70-73]. Many users 
reported that it was difficult to navigate and find features on ACM, making the system 
unnecessarily complex. This issue has also been acknowledged by earlier research that 
indicates that the most frustrating challenge screen reader users face on the web is navigation 
[74]. Other prior works [75-77] also point out that the issues that make systems unnecessarily 
complex, such as navigation issues, should be considered in the web educational systems. 

5. Discussion and general findings 
This section explores the analysis and discussion of the usefulness and ease of use of the user 
interface elements and their placement on the IR web page. 

Task-1 was designed to test the usability of the most primitive feature of an IR website: 
searching. Moreover, it is generally anticipated that the search feature on an IR website should 
be at a highly visible section of the page. So, our motivation was also to find out how the past 
experience of a participant affects the usability testing of the IR website. This research finding 
emphasizes that even if a participant’s past experience affects their experience on a website, it 
has been proposed that the design of the webpage itself has a greater influence on the webpage 
usability. 

Of all the IR websites we evaluated, the websites with the full-screen search bar (i.e., RG, 
SS and GS) yielded the best success rates (89% each for RG, SS, and GS) and the best average 
task success time (116 seconds for GS, 117 seconds for RG, and 123 seconds for SS) for Task-
1. 

On the other hand, the ACM website provides two search capabilities: searching a feature 
on its website and searching the content in its digital library. The search bar needed to search 
in the digital library is embedded inside its website many clicks away, whereas the search bar 
to find features on its website is provided on its main landing page. Almost all of the 
participants who wanted to search the required content in the ACM digital library were misled 
and ended up on the wrong search bar. The few participants who found the correct search bar 
were still not able to search the required content in the digital library due to the poor searching 
capability of ACM search engine. Consequently, none of the participants were successful in 
the Task-1.  

Moreover, TIA website has multiple search bars on its main page. Two search bars are not 
as bad as it might sound, as long as they are clearly separate and labeled. However, TIA failed 
to do so and, therefore, achieved only 39% success rate for Task-1. 

 

Task-2 was designed to test the sorting, selection, and accessibility of the searched results. 
We asked participants to download certain information retrieved against a search query. The 
output screen for all five IR Websites against Task-2 is shown in Figure 8. 

  

(a) ACM                (b) TIA 
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(c) RG                                                                          (d) SS 

 

(e) GS 

         Figure 8. Search result items for Task-2 across Five IR Websites 

 

Our finding revealed that all the websites (i.e., SS and GS) which provided an upfront and 

easily accessible citation count of the searched results achieved high success rates (100% for 

SS, and 94% for GS).  

RG provided an option to sort the retrieved results based upon the citation count that was 

not easily viewable and, therefore, received a comparatively a lesser success rate of 72%. On 

the other hand, the  the ACM website also provided the citation counts readily available as did 

SS and the GS. It, however, failed to receive a high success rate for Task-2 as well the due to 

the difficulty in locating the search bar in the first place which hindered progress.  

Similarly, the the TIA website provided readily accessible information about the number 

of times that the searched item has been previewed. However, TIA also only received 44% of 

success rate as its search engine failed to retrieve the desired information. 

In Task-3 which was designed to test the usability of the IR website for providing the print 
feature, participants were asked to access the privacy policy of the IR website and print it. 
Moreover, it is expected that the privacy policies are generally placed at the bottom of the page. 
Therefore, as was the case while designing the Task-1, our motivation was also to find out how 
the past experience of a participant impacted the usability testing. The usability testing results 
of Task-3 also confirmed that the design of the webpage has a greater influence on webpage 
usability as compared to past experience. ACM, SS, and GS provided the privacy policy on the 
bottom of the page where it is generally expected and, therefore, these websites received high 
success rates, 83%, 94%, and 83%, respectively. Whereas, the TIA and RG website presented 
its content in a continuous scrolling layout which prevented participants from reaching the 
bottom of the page. These two websites, therefore, received the lowest success rate among the 
five IR websites we tested.  

 Participants have been asked to find the price of the service offered by the website in Task-4. 
Most of the IR websites performed poorly against this task. This is due to the fact that the 
majority of websites keep the price tag hidden to avoid unfair competition from rivals and to 
control the tendency of driving prices down [78-81]. Therefore, most of the participants were 
not easily able to find the price of the service and failed. 

Finally, Task-5 was designed to test the IR website for their ease of use to fully explore a 
searched piece of information. The usability results of Task-5 show that GS, SS, and RG 
websites give the best usability experience with a success rate of 94%, 83%, and 83%, 
respectively. It is partially due to their better search engine which retrieved the accurate  

results. 

The TIA website received a success rate of 61% only mainly because of its grid of card 
page layout. It is in contrast to the norm where participants expect the results to be displayed 
in a single column layout. Again, participants failed to perform Task-5 on the ACM website 
due to their inability to find the ACM Digital Library search page and its poor search engine 
which failed to accurately find the desired information. 
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6.  Conclusion 
These research results assert that users may find an accurate IR system difficult to 

circumvent if it is not usable. We analyze and discussed the usefulness and ease of use of the 
user interface elements and their placement on the IR web page. Even if a user’s past experience 
influences their experience on a website, it is confirmed that the design of the webpage itself 
has a greater impact on the usability of webpage.  

These research results suggest that the location of the feature on the webpage plays an 
important role as far as the efficiency of the task is concerned. For example, the SS website 
yields quickest time for the searching task (i.e., Task-1) due to placement of the search bar on 
the most convenient position on the webpage. Similarly, GS outperforms other websites for the 
downloading task (i.e., Task-2) because it allows users to directly download the PDF file with 
a single click next to the searched item.  

Our findings also confirmed and revealed that failing at a number of necessary conditions 
does not mean that the search system should be avoided entirely in the systematic review 
process, but can imply that it should not be used for query-based searching. Nevertheless, such 
websites might be used in supplementary search methods. The SUS evaluation score of 79, 
which corresponds to “acceptable”, whereas the initial score was 66. The average score for 
SUS, remote usability testing after the second-round evaluation is increased. We considered 
our results valuable for web design development. 

Funding: This research was funded by the Deputyship for Research and Innovation, 
Ministry of Education in Saudi Arabia, grant number 523. 
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