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Abstract 

 
Abnormal Magnetic Resonance (MR) brain image classification is a mandatory 
but challenging task in the medical field. Accurate identification of the nature 
of the disease is highly essential for the successful treatment planning. 
Automated systems are highly preferred for image classification because of its 
high accuracy. Artificial neural networks are one of the widely used automated 
techniques. Though they yield high accuracy, most of the neural networks are 
computationally heavy due to their iterative nature.  Low speed neural 
classifiers are least preferred since they are practically non-feasible. Hence, 
there is a significant requirement for a neural classifier which is 
computationally efficient and highly accurate.  To satisfy these criterions, a 
modified Counter Propagation Neural Network (CPN) is proposed in this work 
which proves to be much faster than the conventional network. For further 
enhancement of the performance of the classifier, Particle Swarm Optimization 
(PSO) technique is used in conjunction with the modified CPN. Experiments 
are conducted on these classifiers using real-time abnormal images collected 
from the scan centres. These three types of classifiers are analyzed in terms of 
classification accuracy and convergence time period. Experimental results show 
promising results for the PSO based modified CPN classifier in terms of the 
performance measures.  
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1      Introduction 
Image classification is a pattern recognition technique in which the unknown 
input data is assigned to a category based on similarity measure. One of the 
significant applications of image classification is the medical field in which the 
abnormal brain tumor images are categorized prior to treatment planning. 
Accurate identification of the type of the brain abnormality is highly essential 
since the treatment planning is different for all the brain abnormalities. Any false 
detection may lead to a wrong treatment which ultimately leads to fatal results. 
Another significant feature is that the time period taken by the system for 
recognition should be less. This will lead to quick identification which will 
increase the success rate of the treatment. But these two criterions are not satisfied 
by the manual identification techniques which are highly subjective and biased. 
Hence, quick automated image classification systems with high accuracy are 
highly essential for the real-time applications. 
Several automated image classification systems are available in the literature. 
Brain tumor classification has been performed using long echo proton MRS 
signals [1]. The major limitation is the limited number of available spectra for the 
tumor types which results in inferior classification accuracy [2]. Brain tumor 
classification has also been implemented using wavelets [3]. But the major 
drawback is the low convergence rate. Expectation-maximization techniques are 
also used for brain tumor classification [4]. But the major limitation is the 
requirement of a spatial probabilistic atlas that contains expert prior knowledge 
about the brain structures. Statistical classifiers, Probabilistic classifiers, Artificial 
Neural Networks (ANN) are some of the widely used image classifiers. The major 
drawback of the statistical classifiers is its inability to classify accurately. On the 
other hand, probabilistic classifiers suffer from the setback of difficulty in 
estimating the conditional probabilities. But ANNs outperform the other 
classifiers because of its flexibility, scalability, tolerance to faults, accuracy, 
learning [5]. 
Artificial neural networks based image classification systems are also reported in 
the literature. Quantitative measurement of various components of normal brain is 
analyzed using artificial neural networks [6]. But tumor detection is a challenging 
task which is different from normal brain analysis. A neural network approach for 
melanoma detection is reported in[7]. But the approach used in this system is 
computationally heavy. The applications of neural networks is widely analysed by 
Peterson [4]. Support Vector machines based classification of brain images is 
implemented and reported in the literature [8]. Unsupervised neural networks are 
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also used for image classification applications [9]. But the accuracy of this 
approach is very less when compared with the supervised networks. 
Several modifications of the conventional neural networks are also implemented 
for performance enhancement of the classifiers. Vomweg [10] introduced an 
improved neural network based technique for breast cancer detection. An 
improved version of back propagation algorithm is used for breast cancer 
detection [11]. Changhua [12] implemented the multilayer feed forward network 
with a modified training algorithm. A different version of back propagation neural 
network is employed for pattern recognition [13]. Modified back propagation 
algorithms are also developed for computer security applications [14]. Apart from 
the modifications, optimization algorithms are also useful for improving the 
efficiency of the classifiers. Genetic Algorithms are widely used to enhance the 
performance of the k-NN classifiers [15]. Genetic Algorithm in conjunction with 
the ART neural network improved the performance to a higher extent [16]. 
Particle Swarm Optimization algorithm is also used for classification applications 
[17]. Image registration applications have successfully used the PSO technique 
[18]. 
In this work, a modification of the conventional CPN is proposed for abnormal 
brain image classification. PSO technique is used for the concept of feature 
selection in the classification technique. Abnormal brain tumor images from four 
groups namely metastase, meningioma, glioma and astrocytoma are used in this 
work. Experimental analysis show superior results for the PSO based modified 
CPN technique over the conventional classifiers in terms of the performance 
measures. 

2      Materials and Methods 

The framework for the proposed automated image classification system is shown 
in Fig. 1. The real time abnormal MR brain images are collected from radiologists. 
A morphology based pre-processing step is then performed on these images to 
remove the skull tissues which often interfere with the tumor tissues. Several 
significant features are extracted from these skull stripped images. Feature 
selection is then performed to select the optimal feature set. In this work, a 
modified Counter Propagation neural network is proposed for classification. 
Initially, the proposed network is trained with the complete feature set. Then the 
modified CPN is trained with the optimal feature set and the performance 
measures are calculated. The performance measures used in this work are 
classification accuracy and convergence time period. Experimental results show 
promising results for the PSO based Modified CPN in terms of performance 
measures. Thus the objective of this work is twofold: Proposing a suitable 
modification in the conventional neural network for practical applications & 
validating the significance of optimization strategies (PSO) for performance 
enhancement of the classifiers. 
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Fig. 1. Flow diagram of the proposed methodology 
 
 

3      MR Database Collection & Image Pre-Processing 

A set of MR brain tumor images comprising of the four tumor types namely 
meningioma, astrocytoma, glioma and metastase are collected from radiologists. 
The images used are 256*256 gray level images with intensity value ranges from 
(0 to 255). Initially, these MRI images are normalized to gray level values from (0 
to 1) and the features are extracted from the normalized images. The 
normalization is performed by dividing each intensity value by the maximum 
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value (255). Since normalization reduces the dynamic range of the intensity 
values, feature extraction is made much simpler. Some samples of the MRI 
database have been displayed in Fig. 2. 
 
 
 
 
     
                                               
 
 
 
 
               (a)                               (b)                                        (c)                                     (d) 
 
Fig. 2. Sample data set: (a)Metastase (b)Glioma (c)Astrocytoma   (d) Meningioma 
 
The soft brain tissues are surrounded by the extra cranial tissues (skull tissues) 
which is evident from Fig. 2. In the above Fig.s, the outer circular ring 
corresponds to the extra cranial tissues. These tissues often interfere with the brain 
tissues which ultimately results in inferior classification accuracy. Hence, the 
skull tissue removal is a significant pre-proceesing step in the area of brain image 
analysis. In this work, a series of morphological operations are used to eliminate 
the skull tissues. Initially, a mask is created using the erosion operation and the 
connected component operation (image filling operation). This mask is then 
superimposed on the original image to obtain the skull-stripped images.  Features 
extracted from these pre-processed images are highly significant than the features 
extracted from the raw images. Thus, the preprocessing step is a mandatory task 
to guarantee high classification accuracy results. The rest of the image 
classification system is dealt in detail in individual sections. 
 
 
4     Feature Extraction 
 
The purpose of feature extraction is to reduce the original data set by measuring 
certain properties or features that distinguish one input pattern from another 
pattern .  The extracted feature should provide the characteristics of the input type 
to the classifier by considering the description of the relevant properties of the 
image into a feature space. Fourteen features from three categories such as 
wavelet based features, features based on first order histogram and the features 
based on gray level co-occurrence matrices (GLCM) are used in this work. 
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4.1    Wavelet transform based textural features 
 
Mathematical transformations significantly represent the information contained in 
an image. Among them, wavelet transforms are highly preferred since they 
provide very sensitive information which is very essential in the texture analysis. 
The computational complexity is also significantly reduced due to wavelet 
decomposition. The basic idea of the wavelet transform is to represent any 
arbitrary function as a superposition of wavelets. Any such superimposition 
decomposes the given function into different levels where each level is further 
decomposed with a resolution adapted to that level. In this work, a single level 
decomposition based on Discrete Wavelet Transform (DWT) of the input image is 
used where the output yields four sub-bands namely approximation sub-band, 
horizontal sub-band, vertical sub-band and diagonal sub-band. Among these sub-
bands, much of the information is present in the approximation sub-band. From 
the approximation sub-band which is a matrix of reduced size, four textural 
features namely mean, standard deviation, cluster shade and cluster prominence 
are extracted and used for classification. The formulas for feature calculation are 
given below.  
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Where p(i,j) = transformed value of the approximation sub-band matrix of size 
N*N. 
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These features are selected based on the previous works suggested by 
Arivazhagan [19]. 
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4.2     Features Based On First Order Histogram 
 
The various features such as skewness, kurtosis, energy and entropy based on the 
first order histogram are computed using the formulae given next. 
The first order histogram estimate of p(b) is simply 
                  P(b)=N(b)                                                                                            (5) 
                             M 
        where b=a gray level in the image 
                 M=total number of pixels in a neighborhood window centered about an 
expected pixel. 
              N(b)=the number of pixels of gray value b in the same window that 
0≤b≤L-1. 
Then the following measures have been extracted by using first order probability 
distribution. 
Skewness: 
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4.3     Features Based On Gray Level Co-Occurrence Matrices 
 
Spatial gray level co-occurrence estimates image properties related to second-
order statistics. Haarlick [20] suggested the use of gray level co-occurrence 
matrices (GLCM) which have become one of the most well-known and widely 
used texture features. GLCM {P (d, θ) (i, j)} represents the probability of 
occurrence of a pair of gray-levels (i, j) separated by a given distance d at angle θ. 
The commonly used unit pixel distances and the angles are 0°, 45°, 90° and 135°. 
Notations: 
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=),( jip gray level co-occurrence matrix. 
 
The features such as contrast, inverse difference moment, correlation, variance, 
sum average and difference entropy are calculated using the formulae given below. 
Contrast: 
        SC = ( ) ( )jiPji
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where yxyx σσµµ ,,, are the means and standard deviations of xp and yp .  
Variance: 
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The features used in this paper are selected based on the previous works [21]. 
These features work well especially for MRI brain tumor images.   
 
5      Feature Selection 
 
Feature selection refers to the problem of dimensionality reduction of data, which 
initially consists of large number of features. The objective is to choose optimal 
subsets of the original features which still contain the information essential for the 
classification task while reducing the computational burden imposed by using 
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many features. In this work, Particle Swarm Optimization is proposed for feature 
selection. 
 
5.1     Particle Swarm Optimization (PSO) 
 
The PSO method is a member of wide category of Swarm Intelligence methods 
for solving the optimization problems. It is a population based search algorithm 
where each individual is referred to as particle and represents a candidate solution. 
Each single candidate solution is “an individual bird of the flock”, that is, a 
particle in the search space. Each particle makes use of its individual memory and 
knowledge to find the best solution . All the particles have fitness values, which 
are evaluated by fitness function to be optimized and have velocities which direct 
the movement of the particles. The particles move through the problem space by 
following a current of optimum particles. 
The initial swarm is generally created in such a way that the population of the 
particles is distributed randomly over the search space. At every iteration, each 
particle is updated by following two “best” values, called pbest and gbest. Each 
particle keeps track of its coordinates in the problem space, which are associated 
with the best solution (fitness value). This fitness value is called pbest. When a 
particle takes the whole population as its topological neighbor, the best value is a 
global best value and is called gbest. The detailed algorithm is given below: 
 
Step 1: Set the constants kmax, c1, c2, r1, r2, w. 
            Randomly initialize particle positions x0(i) for i=1, 2………p.  
            Randomly initialize particle velocities v0(i) for i=1,2……..p. 
Step 2: Set k=1. 
Step 3: Evaluate function value fk using design space coordinates xk(i) 
            If fk ≥  fpbest, then pbest(i) = xk(i)      
            If fk ≥ fgbest, then gbest= xk(i)     
Step 4: Update particle velocity using the following equation 
                       vk+1(i)= w*(vk(i))+c1r1*(pbestk(i) - xk(i))+c2r2(gbestk – xk(i))      (19) 
            Update particle position vector using the following equation 
                        xk+1(i)=xk(i)+vk+1(i)                                                                      (20) 
Step 5: Increment i. If i > p, then increment k and set i=1. 
Step 6: Repeat steps 3 to 5 until kmax is reached.         
The notations used in this algorithm are: 
           kmax = maximum iteration number 
            w    = inertia weight factor 
          c1, c2 = cognitive and social acceleration factors 
           r1, r2 = random numbers in the range (0, 1).       
In this work, each of the twelve features are represented by a chromosome (string 
of bits) with 14 genes (bits) corresponding to the number of features. An initial 
random population of 20 chromosomes is formed to initiate the genetic 
optimization. The initial coding for each particle is randomly generated. The order 
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of position of the features in each string is mean, standard deviation, cluster shade, 
cluster prominence, skewness, kurtosis, energy, entropy, contrast, inverse 
difference moment, correlation , variance, sum average and difference entropy 
respectively. A suitable fitness function is estimated for each individual. The 
fittest individuals are selected and the crossover and the mutation operations are 
performed to generate the new population. This process continues for a particular 
number of generations and finally the fittest chromosome is calculated based on 
the fitness function. The features with a bit value “1” are accepted and the features 
with the bit value of “0” are rejected. The fitness function used in this work is 
given by 
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⎛ −
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c
rc

Fitness βγα )(                                        (21) 

where γ = classification accuracy 
         c = total number of features 

         r = length of the chromosome (number of ‘1’s) 
         ∈α [0, 1] and β = 1- α  
This formula shows that the classification accuracy and the feature subset length 
have different significance for feature selection. A high value of α assures that the 
best position is at least a rough set reduct. The goodness of each position is 
evaluated by this fitness function. The criteria are to maximize the fitness values. 
An optimal solution is obtained at the end of the maximum iteration. This value is 
binary coded with fourteen bits. The bit value of “1” represents a selected feature 
whereas the bit value of “0” represents a rejected feature. Thus an optimal set of 
features are selected from the PSO technique.  
 
6      Classifiers 
 
In this work, three types of neural network classifiers are used. The counter 
propagation neural network along with two of its modifications is implemented 
for abnormal brain tumor image classification. 
 
6.1     Conventional CPN 
 
Counter propagation neural network is a hybrid neural network employing both 
supervised and unsupervised training methodologies. A CPN consists of three 
layers: the input layer, the competition layer and the output layer. Given the input 
training set ( )ii YX ,   i = 1, 2……N, where ( )iniii xxxX ......, 21=  

and ( )iniii yyyY ....., 21= , the configuration of the network is as follows: number of 
neurons in the input layer = n, number of neurons in the competition layer=N. Fig. 
3 shows the architecture of CPN used in this work. 
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Fig. 3. Topology of CPN 
 

6.1.1     Algorithm 
 
The learning algorithm proceeds in two steps. In the first step, each component of 
the training instance iX  is presented to the input layer. Let ijU be the arbitrary 
initial weights vector assigned to the links connecting input node i with the 
competition node j. The transfer function of the competition layer is defined by 
the Euclidean distance jd  between the weight vector jU  and the input vector 

kX  as  

( )( ) jXUXUd kiijikjj .......21
212−=−= ∑ =1,2…N                                     (22) 

For each kX , each node in the competition layer competes with the other nodes, 
and the node with the shortest Euclidean distance wins. The output of the winning 
node is set to 1 and the rest to 0.thus, the output of the jth node in the competition 
layer is 
                                                   0.1=jZ  if ij dd < ,                                         (23) 
                                                   .........0.0=jZ Otherwise                                                         
The weight updation between the input layer and the competition layer is given by 
                                                ( ) j
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t
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t
ij ZUxUU −+=+ α1                              (24) 

where t is the iteration number and α  , the learning coefficient is such that 
0<α ≤  0.8, as suggested by  Heicht- Neilsen. After the weight vectors ijU have 
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stabilized, as the second step, the output layer begins learning the desired output. 
The weight adjustments for the output layer is given by 
                                                  ( ) j

t
jlkl

t
jl

t
jl ZVyVV −+=+ β1                              (25) 

where the learning coefficient lies in the range 0< 0.1≤β . 
A stabilized set of weights are obtained by training the neural network with the 
input samples from the four abnormal categories. After training, the network is 
tested with the unknown data set. The major drawback of the CPN is the high 
convergence time period which leads to computational complexity. A suitable 
modification is made in the conventional CPN to improve the convergence rate 
besides yielding sufficient classification accuracy. 
 
6.2 Modified CPN 
 
In order to enhance the convergence rate of the conventional CPN, a suitable 
modification is performed in the training methodology. Usually, CPN employs the 
unsupervised training methodology for weight adjustment between the input and 
hidden layer and supervised training methodology between the hidden and output 
layer. In this work, the stabilized weights between the hidden and output layer are 
obtained without any training procedure. The architecture of the modified CPN is 
same as that of the conventional CPN. 
 
6.2.1 Training Algorithm 
 
The training algorithm involves the following two phases: 
 
(i) Weight adjustment between the input layer and the hidden layer 
The weight adjustment procedure for the hidden layer weights is same as that of 
the conventional CPN. It follows the unsupervised methodology to obtain the 
stabilized weights. Eqns (22) - (24) summarises this procedure. This process is 
repeated for a suitable number of iterations and the stabilized set of weights are 
obtained. After convergence, the weights between the hidden layer and the output 
layer are calculated.  
 
(ii) Weight adjustment between the hidden layer and the output layer 
The weight adjustment procedure employed in this work is significantly different 
from the conventional CPN. The weights are calculated in the reverse direction 
without any iterative procedures. Normally, the weights are calculated based on 
the criteria of minimizing the error. But in this work, a minimum error value is 
specified initially and the weights are estimated based on the error value. The 
detailed steps of the modified algorithm are given below. 
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         Step 1: The stabilized weight values are obtained when the error value (target-
output) is equal to zero (or) a predefined minimum value. The error value used for 
convergence in this work is 0.01. The following procedure uses this concept for 
weight matrices calculation. 

         Step2: Supply the target vectors lt to the output layer neurons 

         Step 3: Since ( ll yt − ) = 0.01 for convergence, the output of the output layer 
neurons is set equal to the target values as 
          01.0−= ll ty                                                                                      (26)                                  
Step 4: Once the output value is calculated,  the sum of the weighted input signals 
( liny _ ) can be estimated. Since the sigmoid activation function is used, the 
following equation yields the value for liny _ . 

      liny _ = 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

− l

l

y
y

1
ln                                                                                        (27) 

         Step 5: Based on the values of liny _ , the weight matrix jlv  is calculated using the 
following expression. The matrix equation is solved using Math toolbox in 
MATLAB. 

                    jljl vhiny ⋅= ∑_                                                                                      (28) 
           Where jh is the output value of the hidden layer and this value is obtained at the 

completion of phase 1. 
         Thus without any training methodology, the weight values are estimated. This 

technique accounts for higher convergence rate since one set of weights are 
estimated directly. A further improvement can be made in this network by 
considering the weight adjustment procedure between the input layer and the 
hidden layer. Even though it cannot be made iterative-free, the number of input 
training samples can be reduced using optimization algorithms which further 
reduce the time taken for the training procedure.  

 
         6.3      PSO Based Modified CPN 
 
          The third classifier used in this work is a hybrid PSO based CPN classifier. The 

objective for using the optimization algorithm is twofold: (i) dimensionality 
reduction which improves the convergence rate and (ii) elimination of 
insignificant features which improves the classification accuracy. In this work 
Particle Swarm Optimization algorithm is used for optimal feature selection. The 
extracted features are subjected to this optimization technique which finally yields 
the optimal feature set. The number of neurons used in the input layer for this 
PSO based CPN classifier is reduced since the number of optimal features is 
lesser than the complete feature set. Also, the mathematical calculations are 
minimized because of the reduced size of the weight matrix. Hence, a significant 
reduction in the time period is achieved for the weight adjustment of the hidden 
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layer neurons. The training methodology for output layer neurons is same as that 
of modified CPN. Thus, modified CPN is better than conventional CPN and PSO 
based CPN is superior to modified CPN. 
The experiments are carried out on an IBM PC Pentium with processor speed 700 
MHz and 256 MB RAM. The software used for the implementation is MATLAB 
(version 7.0) [22] developed by Math works Laboratory. 
 
7     Results and Discussions 
 
Experiments are conducted on 478 real time brain images from four abnormal 
classes. These images are tested with all the three classifiers. The performance 
measures used in this work are classification accuracy and convergence time 
period. Classification accuracy is the ratio of the number of correctly classified 
images to the total number of images. Convergence time period is the time taken 
for training process and testing process. Initially, the results of the pre-processing 
technique are reported followed by the feature selection and the classification 
accuracy results. 
 
7.1      Image Pre-processing results 
 
Fig. 4 shows the output of the pre-processing techniques. In this section, the result 
is displayed only for a sample image. 

                       
                              (a)                        (b)                           (c)      

 
Fig. 4. Pre-processing System Overview 

 
Fig. 4(a) shows the MR input image. Fig. 4(b) depicts the mask which has been 
created to remove the extra cranial tissues. Fig. 4(c) shows the skull extracted 
image which is obtained by the superimposition of Fig. 4(a) and Fig. 4 (b). This 
procedure is repeated for all the images to make them extra cranial tissue free 
images. Thus the output images are free from the skull tissues (outer tissues) 
which guarantee high accuracy for the subsequent stages. 
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7.2       Feature selection results 
 
All the features extracted from the input images does not account for high 
accuracy. Hence, a feature selection process is highly essential for eliminating the 
insignificant features. In this work, PSO is used as an optimization algorithm for 
feature selection. Table 1 shows the features selected by the optimization 
algorithm. 

Table 1. Optimal Feature Set 
Feature type Whole feature set Features selected by PSO 
Features based on 
wavelet transform 

Mean, standard 
deviation, cluster shade 
& cluster prominence 

Cluster shade & cluster 
prominence 

Features based on 
first order histogram 

Skewness, Kurtosis, 
Energy, Entropy 

Skewness, Kurtosis & 
Entropy 

Features based on 
GLCM 

Contrast, inverse 
difference moment, 
correlation, variance, 
sum average, difference 
entropy 

Contrast, inverse difference 
moment, correlation & 
difference entropy 

 
From the above table, it is evident that the number of features is reduced through 
the optimization algorithm. Two features are selected from the first category; 
three features are selected from the second category and four features are selected 
from the third category. Since mean and standard deviation are purely intensity 
based features, they are sidelined by the optimization algorithm. Energy is also 
directly dependent on the statistical property of the input data and hence it is least 
preferred over skewness, kurtosis and entropy. Other features such as correlation 
and difference entropy represent the similarity measure and average information 
respectively and hence these features carry more importance than the other 
features. Thus, the total number of features is 14 and the features selected by PSO 
are 9. Thus, a significant dimensionality reduction is achieved through the 
optimization algorithm. This optimization technique not only improves the 
convergence rate but also enhances the classification accuracy results to a higher 
extent. 
 
7.3 Classification accuracy results 
 
Three classifiers are tested in this work and two of the classifiers use the complete 
feature set and one of the classifier use the optimal feature set. Among 478 images, 
30 images from each class are used for training and the remaining images are used 
for testing. The classification accuracy for the conventional CPN network is 
shown in Table 2. 
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Table 2. Performance measure of CPN network for the tumor types 
Type No.of  

training 
images 

No.of  testing 
images 

Number of 
correctly classified 
images 

Classification 
accuracy (%) 

Metastase 30 87 78 89.6 
Meningioma 30 95 86 90.5 
Astrocytoma 30 75 62 82.6 
Glioma 30 101 91 90.0 
 
From the above table, it is evident that meningioma images have been classified to 
a higher extent and the level of misclassification in the astrocytoma images is 
comparatively higher than the other types. Then, the classification is performed 
with the modified CPN and the classification accuracy is noted. Table 3 lists the 
classification accuracy results of the GA optimized classifier.  
 

Table 3. Performance measure of modified CPN for the tumor types 
Type No.of  

training 
images 

No.of  testing 
images 

Number of correctly 
classified images 

Classification 
accuracy (%) 

Metastase 30 87 79 90.8 
Meningioma 30 95 87 91.6 
Astrocytoma 30 75 62 82.6 
Glioma 30 101 92 91.0 
 
The classification accuracy of the modified CPN is almost same as that of the 
conventional CPN. Since both the networks use the same features, there is no 
significant change in the accuracy. But the advantage of the modified CPN is the 
superior convergence rate since the network is free from iterations. Table 4 lists 
the classification accuracy results of the PSO based classifier. 
 

Table 4. Performance measure of PSO based CPN for the tumor types 
Type No.of  

training 
images 

No.of  testing 
images 

Number of 
correctly classified 
images 

Classification 
accuracy (%) 

Metastase 30 87 83 95.4 
Meningioma 30 95 91 95.7 
Astrocytoma 30 75 69 92.0 
Glioma 30 101 98 97.0 
 



 
 
17                                                         Performance improved PSO based Modified 
 

A significant improvement in classification accuracy is obtained for the PSO 
based CPN over the other classifiers which is evident from the above results. 
Since the insignificant features are eliminated, the accuracy has been substantially 
increased. Table 5 lists the overall classification accuracy of the classifiers. 
  

Table 5. Overall performance of the classifiers 
Classifier Overall classification accuracy (%) 
Conventional CPN                             88.175 
Modified CPN                               89.0 
PSO based CPN                               95.02 

 
From the above table it is evident that the PSO based CPN is superior over the 
other classifiers in terms of classification accuracy. 
 
7.4      Computational complexity and convergence rate 
 
In terms of computational complexity, the PSO based CPN is highly efficient over 
the other classifiers. Computational complexity is indirectly measured by the 
number of neurons used and the size of the weight matrix. Table 6 shows the 
parameters used by the classifiers. 
 

Table 6. Parameters used by the classifiers 
Classifier Number of input 

neurons used 
Number of 
features used 

Size of the weight 
matrix 

Conventional 
CPN 

14 14 14×18 

Modified CPN 14 14 14×18 
PSO based CPN 9 9 9×18 

 
From the above table, it is clearly understood that the architecture of the PSO 
based CPN is highly simplified over the other classifiers. It also reveals the less 
number of mathematical computational operations involved in PSO based CPN. 
This simplicity is highly essential for real-time environment which makes the 
PSO based CPN ideal for practical applications. The three classifiers are further 
analyzed in terms of the time period required for convergence. Table 7 depicts the 
convergence rate of the classifiers. 

 
Table 7. Convergence rate of the classifiers 

Classifier Average training time period 
(CPU secs) 

Average testing time 
period (CPU secs) 

Conventional 
CPN 

45.2 0.09 

Modified CPN 10.02 0.09 
PSO based CPN 6.57 0.09 
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The average convergence time period of the PSO based CPN is very much less 
when compared with the other classifiers. The PSO based CPN also yields a 
significant classification accuracy which reveals the potential of this network. 
Thus, the proposed network is superior over the other conventional classifiers in 
terms of the performance measures. 
 
8     Conclusion and Future Work 

This work explores the necessity for optimization algorithms to enhance the 
performance of the classifiers. In this paper, PSO is used as the optimization 
algorithm and it is used along with the modified CPN classifier. Experimental 
results suggest a 5-6% improvement in the classification accuracy for the PSO 
based CPN over the other classifiers. Approximately 8 times increase in the 
convergence rate is also achieved by the PSO based CPN classifier which is 
highly essential for real-time applications. Hence, an optimization technique is 
highly essential irrespective of the classifiers used. Thus, the application of PSO 
algorithm for performance improvement of the neural classifier is explored in the 
context of abnormal brain tumor image classification. 
As an extension of this work, a different optimization algorithm can be used to 
estimate the performance of the classifiers. A different set of features also can be 
used to improve the classification accuracy. Emphasis may be given for selection 
of the classifiers to enhance the performance measures. These experiments can be 
carried out on a different set of database in order to generalize the technique. 
Irrespective of the modifications and the systems used, this work highlights the 
significance of optimization algorithm for accurate and quick image classification 
systems. 
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