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Abstract 

     Context: Deep Learning (DL) is a division of machine learning 
techniques that based on algorithms for learning multiples level of 
representations. Big Data Analytics (BDA) is the process of 
examining large scale of data and variety of data types. Objectives: 
The aims of this study are to identify the existing features of DL 
approaches for using in BDA and identify the key features that 
affect the effectiveness of DL approaches. Method: A Systematic 
Literature Review (SLR) was carried out and reported based on the 
preferred reporting items for systematic reviews. 4065 papers were 
retrieved by manual search in four databases which are Google 
Scholar, Taylor & Francis, Springer Link and Science Direct. 34 
primary studies were finally included. Result: From these studies, 70% 
were journal articles, 25% were conference papers and 5% were 
contributions from the studies consisted of book chapters. Five 
features of DL were identified and analyzed. The features are (1) 
hierarchical layer, (2) high-level abstraction, (3) process high 
volume of data, (4) universal model and (5) does not over fit the 
training data. Conclusion: This review delivers the evidence that DL 
in BDA is an active research area. The review provides researchers 
with some guidelines for future research on this topic. It also 
provides broad information on DL in BDA which could be useful for 
practitioners.  

Keywords: Deep Learning, Big Data Analytics, Systematic Literature 
Review, Features  
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1      Introduction 

Big Data is acknowledged as large or complex datasets that even conventional 

database system are insufficient to do the data processing application within a 

tolerable elapsed time for its user population [1].  The processing applications are 

analysis, capture, data curation, search, sharing, storage, transfer, visualization, 

querying, updating and information privacy.  

Data can be classified as big data if the data consists of the three V’s [2]. The first 

V is volume which is the data must have large number of data and it may not only 

refer to terabytes or petabytes but also can be measured by the number of files, 

records or transactions. The second V is variety where the data are in the many 

forms of format and can be organized in structured or unstructured way. The last 

V is velocity refers at which the data can be generated.  

However, to extract and analyze the relevant information in large volume, varied 

and fast growing data is not an easy task. Analytics can be intended as intricate 

procedures running over large scale of data repositories as its main goal is that of 

mining useful knowledge kept in such repositories [3]. Therefore, there are many 

analytical techniques are introduced in respective to gain as much as information 

from unmanageable large volume and varied data. Several of these techniques are 

association rule learning, data mining, cluster analysis, machine learning, text 

analytics and crowd sourcing [4]. 

Machine learning techniques have been found very effective and relevant to many 

real world applications in bioinformatics, network security, healthcare, banking 

and finance, and transportations [5]. Machine learning allows computers to evolve 

based on empirical data. A major focus of machine learning research is to 

automatically learn to recognize complex patterns and make intelligent decisions 

based on data [6]. For example, the U.S. Department of Homeland Security uses 

machine learning to identify patterns in cell phone and email traffic, as well as 

credit card purchases and other sources surrounding security threats [7]. They use 

these patterns to try to identify future threats so they can handle them before they 

become large problems. 

In the past years, there are a few scholars who have worked in BDA using 

machine learning methods. In 2013, [8] have introduced a tutorial on current 

applications, techniques and systems with the aim of cross-fertilizing research 

between the database and machine learning communities. The tutorial covers 

current large scale applications in workflow of machine learning. This tutorial 

aims to inform the database community about workflows in the machine learning 

domain. The authors then developed a prototypical workflow of machine learning 

projects. The workflow consists of three phases which is example formation, 

modeling and deployment. They believed that the database community can 

provide the appropriate data management toolkits for the data scientist to operate 

on large scale machine learning techniques.  
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Later in 2014, a paper on applying big data classification for network infusion 

traffic was presented [9].  The author discussed the system challenges in handling 

big data classification using geometric representation learning techniques and the 

modern big data networking technologies. Also, he discussed the issues related to 

combining supervised learning techniques, representation-leaning techniques, 

machine lifelong learning techniques and big data technologies for solving 

network traffic classification problems.  

Machine learning methods were proposed as the techniques to be used in large 

scale data analytics as presented by [5]. They discussed on the limitation of the 

traditional methods and their incremental versions for fast, scalable and accurate 

big data solutions. Based on their paper, they concluded that machine learning has 

been the most utilized tool for data analytics. The tools have been successfully 

used to analyze both small scale as well as large scale data using various 

techniques such as sampling, feature selection and distributed computations.  

The historical aspects of the term "Big Data" and the associated analytics have 

been reviewed by [10]. They augmented 3 V's with additional attributes of big 

data to make it more comprehensive and relevant which then proposed BDA to 

include additional attributes of Business Intelligent and Statistics aspects. They 

have provided an overview of many popular platforms for BDA that are 

affordable to small and medium scale enterprises.  

A powerful algorithmic framework for big data optimization, called the block 

successive upper-bound minimization (BSUM) was presented by [11]. The 

strength of the BSUM framework is its strong theoretical convergence guarantee 

and its flexibility. They also include discussion from viewpoint of design 

flexibility, computational efficiency, parallel or distributed implementation and 

the required communication overhead. However, they have highlighted a couple 

of issues such as communication delay and overhead in parallel implementation 

and nonlinear coupling constraints.    

In summary, we could not find any related works on conducting SLR in the area 

of BDA with machine learning. Therefore, the purpose of this paper is to 

systematically review the current literature on DL approaches in BDA. Findings 

may assist researchers in designing double armed prognostic studies that could 

appropriately determine the potential of the key features of DL approaches, assess 

the effectiveness of DL approaches in enhancing the BDA and explore the pros 

and cons of DL approaches.  

The remainders of this paper are divided into the following parts: the research 

methodology is described in Section 2, results of this review along with the 

discussion on the finding of this study are described in Sections 3 and 4 

respectively. Finally, the conclusion of this study is expressed in Section 5. 
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2      Review Method 

SLR has been chosen as the research method. This paper uses SLR guidelines, 

which is a form of secondary study that uses a well-defined methodology [12]. 

The SLR methodology aims to be as fair as possible by being auditable and 

repeatable. According to [13], the purpose of a SLR is to provide a complete of 

possible list of all studies that are related to certain subject area. Meanwhile, 

traditional reviews attempt to summarize results of a number of studies.  

Based on [12], an SLR process is covered by three consecutive phases: planning, 

conducting and reporting. In this section, we will focus on the planning phase 

which involves defining the research objectives and how the review is carried out.  

2.1      Review Design 

This section describes the foundation of this review by defining the SLR research 

questions and search keywords. 

2.1.1      SLR Research Questions 

Defining and describing BDA with machine learning methods is a new problem 

since we have found the earliest related work is on 2013. Over the years, too few 

studies have conducted machine learning methods with BDA. Hence, this paper 

intended to identify the features that affect the effectiveness of DL approaches 

with BDA. The SLR Research Question (RQ) that we intend to answer in this 

paper is as follows:  

“What are the features that influence DL approaches in enhancing the 

performance of BDA?” 

In this paper, the word ‘features’ refers to the item or quality attribute that affect 

the effectiveness of DL in enhancing the BDA.  

2.1.2      Search Process 

This SLR concentrates on searching in scientific databases rather than in specific 

books or technical reports. An assumption was made that most of the research 

results in books and reports are also typically described or referenced in scientific 

papers. This paper has selected four databases to perform the SLR search process 

as follows: 

1. Google Scholar (www.scholar.google.com) 

2. Taylor and Francis (www.tandfonline.com) 

3. Springer Link (www.springerlink.com) 

4. Science Direct (www.sciencedirect.com) 

The databases were chosen as they offer the most important and highest impact 

full-text journals and conference proceedings, covering the fields of DL and BDA 
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in generals. The following search keywords are used to find relevant studies in 

paper’s title, keywords and abstract; 

"deep learning" OR "deep structured learning" OR "hierarchical learning" AND 

"big data analytics" OR "large scale data analytics" 

2.2      Review Conduction 

This section defines the review protocol for conducting the SLR. The SLR review 

protocol refers to structure and rules of conducting the review.  

2.2.1      Inclusion and Exclusion Criteria 

Fig. 1 shows the inclusion and exclusion criteria that have been used in this paper. 

Based on the Fig. 1, candidate papers which do not focus on DL and/or BDA will 

be excluded. This paper intention is that this SLR should concentrate on features 

of DL in BDA. Duplicate articles of the same study are also excluded in the SLR. 

The complete version of the study is included.  

 
Fig. 1: Inclusion and Exclusion Criteria 

 

2.2.2      Study Selection 

The selection of studies is performed through the following processes [14]: 

1. Search in databases to identify relevant studies using the 

search keywords 

2. Exclude studies based on the exclusion criteria 

3. Exclude irrelevant studied based on analysis of their titles 

and abstracts 

4. Evaluating the selected studied based on full text read 

5. Evaluation by external researcher 

6. Re-evaluating the results in random 

7. Obtain primary studies 
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2.2.3      Quality Assessment 

According to the guidelines of SLR [12], four Quality Assessment (QA) questions 

have to be defined in order to assess the quality of the research of each proposal 

and to provide a quantitative comparison between them. The scoring procedures 

are Y (Yes = 1), P (Partly = 0.5) and N (No = 0). The quality assessment 

questions defined in this SLR were: 

1. Was the articles referred? 

a. Yes: it either explicitly describe the features of DL 

approaches in BDA 

b. Partially: it only mentioned a few either  

c. No: it neither described nor mentioned features of DL 

approaches in BDA 

2. How clearly are the work limitations documented? 

a. Yes: it clearly explained the limitation the features of 

DL in BDA 

b. Partially: it mentioned the limitation but did not explain 

why 

c. No: it did not mention the limitation 

3. Were the findings credible? 

a. Yes: the study was methodologically explained so that 

the finding can be trust 

b. Partially: the study was methodologically explained but 

not in details 

c. No: the study was not methodologically explained 

2.2.4      Data Extraction 

Table 1 indicates the data extraction form that is employed for all selected primary 

studies in order to carry out an in-depth analysis.  

Table 1: Data Extracted Form 

No Extracted Data  Description Type 

1 Identity of the study Unique identity for the study General 

2 Bibliographic 

references 

Authors, year of publication, 

title and source of publication 

General 

3 Type of study Book, journal paper, conference 

paper, workshop paper 

General 

4 The features of Deep 

Learning  

Description of the features of 

Deep Learning in Big Data 

Analytics 

RQ 

5 Findings/Contributions Indicating findings and 

contributions of the study 

General 

 



 

 

 

 

 

 

 

38                                                         A Systematic Literature Review on Features             

2.2.5      Synthesis 

Results from the analysis through SLR revealed 34 studies for further 

consideration. All the selected studies have been gone through but only left 20 

articles that are able to answer the RQ of this SLR. Fig. 2 shows the number of 

studies after each defined process.  

 
Fig. 2: Finding Primary Studies Procedure 

 

Table 2 indicates the number of type of study which stands in selected paper for 

review and type journal has the higher selected study per type among conference 

proceeding and book chapter.  

Table 2: Numbers of Selected Study per Type 

Study Count Percentage 

Journal 14 70 

Conference Proceeding 5 25 

Book Chapter 1 5 

 

Table 3 cited column is obtained from Google Scholar. The journal papers by 70% 

of total selected papers are the most contribution on this study and book chapters 

and conferences proceeding stand in second and third place of contribution by 25% 

and 5% respectively. Table 3 shows the number of citation of selected paper. The 

data presented (cited column) in Table 3 only gives a rough indication of citation 

rates and are not meant for comparison among studies. 
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Table 3: Selected Papers Citation 

# Cited # Cited # Cited 

S1 6 S13 5 S25 0 

S2 1 S14 0 S26 0 

S3 12 S15 0 S27 6 

S4 1 S16 0 S28 0 

S5 10 S17 0 S29 0 

S6 2 S18 0 S30 1 

S7 263 S19 0 S31 4 

S8 77 S20 0 S32 0 

S9 31 S21 0 S33 1 

S10 17 S22 0 S34 0 

S11 20 S23 0 

  S12 0 S24 7 

  
Fig. 3 shows the number of primary studies by year of publication. All of these 20 

articles are published from year 2014, 2015 and 2016. It shows that year 2015 has 

the higher selected articles compared to year 2014 and year 2016. Based on Fig. 3, 

the number of publication is extremely increased in year 2015 using DL 

approaches. Therefore, we are expected that year 2016 can reach higher than year 

2015 since this SLR is written in May 2016. 

 
Fig. 3: Number of Papers by Year of Publication 

 

3      Results 

This section explains the findings and discussion of this review in order to answer 

the defined SLR research question. In addition, general discussion that obtained 

from selected primary studies based on defined data extract forms is expressed. 

As a result, this section contains finding and discussion on SLR research question. 
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3.1      Finding RQ 

RQ: What are the features that influence DL approaches in enhancing the 

performance of BDA? 

In order to answer this question, we analyzed the data and as a result, five features 

of DL are identified. The five features of DL are: 

1. Hierarchical layer 

2. High-level abstraction  

3. Process high volume of data  

4. Universal model  

5. Does not over fit the training data  

Table 4 depicts the number of primary studies addressing the identified features of 

Deep Learning. Features (2) and (3) has more than 10 papers addressed the 

features which is 16 papers and 11 papers respectively. Feature (1) is addressed by 

9 papers. While features (4) and (5) are addressed only by one paper. 

Table 4: Number of Primary Study Addressing the Identified Features 

No Features 
Number of 

Papers 
Study Identifiers 

1 Hierarchical layer 9 S5, S6, S11, S12, S13, S20, S22, 

S28, S33 

2 High-level 

abstraction 

16 S11, S12, S13, S14, S16, S17, 

S18, S19, S20, S23, S27, S28, 

S29, S30, S31, S33 

3 Process high 

volume of data 

10 S11, S12, S13, S17, S18, S20, 

S23, S28, S30, S33 

4 Universal model 1 S25 

5 Does not over fit 

the training data 

1 S29 

3.2      Quality Assessment 

Once the primary studies of the SLR had been identified, we evaluated them 

according to the QA questions defined in 2.2.3. The score assigned to each study 

for each question is shown in Table 5. 

Table 5: Quality Assessment of Selected Papers 

 
# QA1 QA2 QA3 

Total 

Score 

% by 

Max S 

 

S1 N N N 0 0 

 

S2 N N N 0 0 

 

S3 N N N 0 0 
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S4 N N N 0 0 

 

S5 Y P P 2 66.67 

 

S6 Y P P 2 66.67 

 

S7 N N N 0 0 

 

S8 N N N 0 0 

 

S9 N N N 0 0 

 

S10 N N N 0 0 

 

S11 Y Y Y 3 100 

 

S12 Y Y Y 3 100 

 

S13 Y Y Y 3 100 

 

S14 Y P P 2 66.67 

 

S15 N N N 0 0 

 

S16 Y P Y 2.5 83.33 

 

S17 Y P P 2 66.67 

 

S18 Y P Y 2.5 83.33 

 

S19 Y P P 2 66.67 

 

S20 Y Y Y 3 100 

 

S21 N N N 0 0 

 

S22 Y P P 2 66.67 

 

S23 Y P P 2 66.67 

 

S25 N N N 0 0 

 

S25 Y P P 2 66.67 

 

S26 N N N 0 0 

 

S27 Y P P 2 66.67 

 

S28 Y Y Y 3 100 

 

S29 Y P P 2 66.67 

 

S30 Y P P 2 66.67 

 

S31 Y P P 2 66.67 

 

S32 N N N 0 0 

 

S33 Y Y Y 3 100 

 

S34 N N N 0 0 

Total 20 13 14 47 

 % Total score 42.55 27.66 29.79 100 

 % By max QA 100 65 70   

 
 

The row "% total score" shows the percentage of points obtained by all the 

selected study with regard to the total number of points obtained by all the 

selected studies in all the QA questions. The last row "% max QA" corresponds to 

the percentage of points collected by the values assigned for a given QA question 
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over the points that would be collected if every selected study got the highest 

score.  

The highest score with a score of 3 obtained by S11, S12, S13, S20, S28 and S33 

which represents about 100% of the maximum possible. In contrast, S16 and S18 

obtained a score of 2.5 and representing 83.33% of the maximum score that one 

primary study could get. There are 14 studies that could not get any score which 

mean that their title and abstract shown that it can give the answer for the research 

question for this SLR but after going through the full articles, there is no features 

of Deep Learning has been discussed. According to the Table (QA), first question 

are distributed over 42.55% of the total score, second question with 27.66% of 

total score and third question with 29.79% of total score. In view of these results, 

we can conclude that 12 papers that have a score obtained a minimum quality 

score of 66.67%. 

4      Discussions 

This section provides discussions about this SLR. The discussion is about the 

research question mentioned above in Section 2.1.2. The features of DL Learning 

in BDA are as follows: 

4.1      Hierarchical Layer 

Hierarchical layer defined as learning multiple of layers. The DL algorithm is 

designed to learn low-level features to extract complex high-level features for data 

representation through a hierarchical learning process, S12. DL has demonstrated 

a great promise in processing unstructured data, S5 and S28. The essential DL 

novelty is to design and implement models by trying to identify first lower-level 

categories to obtain higher-level categories, S6, S11, S12, S20 and S22. S33 

added that DL also useful for complex unlabeled datasets which encapsulates 

machine learning algorithm for organizing the data hierarchically and exposing 

the most important features, characteristic and explanatory variables as high-level 

graph nodes. Based on S13, DL uses hierarchical representations of data for 

classification.  

4.2      High-level Abstraction 

DL is a branch of machine learning based on a set of algorithms that attempt to 

model high-level abstractions in data by using model architectures, with complex 

structures or otherwise, composed of multiple non-linear transformations, S12, 

S13, S14, S31 and S33. Based on S11, it not only provides complex 

representations of data which are suitable for artificial intelligent (AI) tasks but 

also makes the machines independent of human knowledge which is the ultimate 

goal of AI. It extracts representations directly from unsupervised data without 

human interference. This is extremely helpful in the case of big data because DL 
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can flush out relationships within large amounts of data that humans would miss, 

due to our lower computational capacity, S17. The extraction is highly predictive 

and invariant features from objects with noisy inputs, varying view points, and 

different deformations and lighting conditions, S19 and S20. The depth of images 

can be extracted, S30. S18 uses DL on working with raw data without feature 

extraction. And thus, by analyzing the error classification rates on the Arabic 

handwritten characters’ classification task. S28 mentioned that a feature is a 

measurement attribute extracted from sensory data to capture the underlying 

phenomenon being observed and enable more effective analytics 

DL can instead reproduce complicated functions that represent higher level 

extractions, and replace manual domain-specific feature engineering, S29. 

However, with the development of the current DL techniques [15], different 

groups of data will be mapped to different layers to process, and the performance 

of a DL neural network is the current best classifier for big data, S27. According 

to S16, DL can learn appropriate features from the underlying textual corpus 

efficiently and thus surpass other state-of-the-art classifiers. However, the 

successful application of DL techniques is not an easy task; DL implicitly 

performs feature extraction through the interplay of different hidden layers, the 

representation of the textual input and the interactions between layers. In S23, a 

DL method has been compared with SVM classifier and conform that DL are 

faster especially in the case of raw features. 

4.3      Process High Volume of Data 

DL algorithm can learn relational and semantic knowledge data representations 

from large unsupervised raw data at high-level layers, S12. According to S18, the 

purpose was to take advantages of the power of these deep networks that are able 

to manage large dimensions input, which allows the use of raw data inputs rather 

than to extract a feature vector and learn complex decision border between 

classes. The recent achievement of DL architectures is mostly due to the ability of 

efficiently training such networks from very large and representative datasets at 

different level of abstractions (raw pixel image, edged image, image-parts etc..), 

S20, S30 and S33. S23 and S28 said that the “variety” aspect of MBD (Mobile 

Big Data) leads to multiple data modalities of multiple sensors (e.g., 

accelerometer samples, audio, and images). Multimodal DL [16] can learn from 

multiple modalities and heterogeneous input signals. 

Based on S17, DL work well with large sets of data because of their peculiar 

quality of being a universal approximator [17], [18], which means that 

theoretically speaking, they can model any real function. A key concept 

underlying DL methods is distributed representations of the data, in which a large 

number of possible configurations of the abstract features of the input data are 

feasible, allowing for a compact representation of each sample and leading to a 

richer generalization, S11. According to S13, DL methods have been used in 
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many applications, pattern recognition, computer vision, natural language 

processing and speech recognition. Due to exponential increase of data in these 

applications, DL is useful for accurate prediction from voluminous data. 

4.4      Universal Model 

Based on S25, universal models are defined as the machine learning models that 

learn the universal phenomena inductively, or adopt mathematical formulas, or 

physical models to characterized the universal phenomena, universal machine 

learning models, universal mathematical models and universal physical models. 

Google's artificial brain learns to identify a cat which confirmed that DL method 

is universal because it can recognize any cat [19]. 

4.5      Does Not Over Fit Training Data 

In order to predict household income based on mobile communication and 

mobility pattern, S29 has implemented a multilayer feed forward DL architecture 

which while capturing the complex dependencies between different dimensions of 

the data, the DL algorithms do not over fit the training data as seen by their test 

performance.   

5      Conclusions 

The goal of this paper is to conduct a systematic literature review on Deep 

Learning in Big Data Analytics. Our aims are to investigate and identify the 

features of DL which influence the effectiveness of BDA. Our results reveal that 

there are five features of DL which need to be considered in order to enhance the 

BDA. 

To conclude, we would like to stress an idea that has been presented throughout 

this study: DL in BDA is currently an active research area as shown in Fig. 3. 

Since BDA is becoming more mature, it is time to face the different challenges 

that will allow us to enhance it and make it more effectiveness. 
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