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Abstract 

 
This paper is devoted to investigate a general variational 

approach for the Variable Metric (VM) updates. Al-Bayati [1] and Oren 
[6] algorithms can be obtained from the minimization of the trace 
determinant function ).(X  The positive definiteness property of the 

optimal solution is guaranteed by the nature of )(X . Finally, it has been 

shown that the Al-Bayati [1] and Oren [6] updating formulas satisfy the 
least change property with respect to this new measure. 
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1  Introduction 
 

In the optimization problems, for obtaining  Al-Bayati [1] and Oren [6] updates, the 
constraints must have the form: 

                     XXyXvRX Tnn  ,:*    )1(..........  

where v  and y  are given vectors in nR . The first affine equation yXv   is called 

the secant equation or (Quasi-Newton equation), and the constraint XX T   is 
included since the Hessian matrix (or its inverse) is always symmetric, and so should 

be any approximations to it. We endow the vector space  nnR *  with the trace inner 

product:  
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which induces the trace inner product 

                )(, XYtrYX     )3(..........  

in nS . Both vector spaces become Euclidean spaces with these inner products see [7]. 

 

 The function RR nn *:  defined by : 

                XInXIXIntrXX det,det)(     )4(..........  

is used by Byrd and Nocedal [3] in the convergence analysis of the BFGS update rule. 
Later, Hassan [4] and Al-Bayati and Hassan [2] show that Al-Bayati [1] and Oren [6] 

update rules can be obtained from the minimization of function )(X  subject to the 

same constraints as in the least squares minimization case. 

 
 Lemma 1.1: 

For nonsingular X , the derivative of )det(X  is given by 

)det()()(/))(det( 1 XXadXd jiij

 .  For the proof and more details see [4,5] 

 
Lemma 1.2: 

Let 0,,  vRyv n . Consider the affine subspace  yXvSX n  :  in the vector 

space nS . The linear subspace corresponding to  is  0:  XvSX n . 

Let  n

ku
1
 be a basis of nR , and define the matrices nkvuvuS T

k

T

kk ,.........1,  . 

The matrices  n

kS
1

 are linearly independent and  is the intersection of n  hyper 

planes in nS , i.e. 

             .,........,1,0,: nkSXSX k

n     )5(..........    

Moreover, 

              .:..,,.........1

nTT

n RvvSSspan    )6(..........    

For the proof and  more details see [7]. 
 

2 Preliminaries 
 
2.1 Trace determinant function for minimization problems in Quasi- 

      Newton methods: 
A variational result for the Al-Bayati [1] and Oren [6] updating formulas:  
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k

T

kkk

T

kk yvyHy /    and    
k

T

kkk

T

kk yvvBv /    )9(..........  

Occupies a central roles in unconstrained optimization. Here 
kv   and 

ky  denoted 

certain difference vectors of the points and gradients respectively occurring on 

iteration k  of  Quasi-Newton, with 0k

T

k yv , [5]. 
kB  represents approximations of 

the Hessian and 
kH  represents approximations of the inverse Hessian[4]. The main 

results of this paper is to show that these two formulas also satisfy the minimum 

property with respect to the measure function   of  Byrd and Nocedal defined in ).4(  

 

Theorem 2.1: 

Let the affine set  yXvRX nn  :*  contain a positive definite matrix. The 

solution 


X  to the minimization problem in nS  

                XInXIX  det,)(min     )10(..........  

                 s.t.  :       yXv     )11(..........  

satisfies 

                T
TTT
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IX
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Proof : 

The first derivatives of )( X  is given by  

                1)(  XIX     )13(..........  

Lemma 1.2 imply that the optimal solution 


X  satisfies the condition  

                TT vvXI   1    )14(..........  

                



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TT vv
X

I 
 1    )15(..........  
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    )17(..........  

for .nR  Using the secant equation ,1 vyX 

  we get  
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Substituting this in the equation  

                










vyvy
v

Iy ,,
    )20(..........  

                 vyvyvy ,,)(     )21(..........  

gives 
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
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
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Substituting this in )14(  and simplifying the result givens )12( . 

 

Corollary 2.2: 

Let 0, kk yv  and n

k SH   be positive definite, where kH  is the approximation to 

the inverse Hessian at iteration k . The matrix 1kH  in 

the Al-Bayati [1] update  formula )7(  satisfies 



  1

1 BHk  where 


B  is the optimal 

solution to the minimization problem in 
nS  

constBInBHHBH kkkk   det,)(min 2/12/1
 )24(..........  

             s.t.  :       kk yBv  . )25(..........  

 

Proof : 

The change of variables  
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kkkkkkk vHvyHyHBHX 2/12/12/12/1 )/(,)(,    )26(..........  

Reduces the problem to the minimization problem )1110(   in Theorem (2.1). 

Substituting the values of vyX ,,  above in equation )12(  and simplifying, we obtain 
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The right hand side of this formula is identical to the one in )4(  by using 

transformation of variables given in )26( . Consequently, 1

1







 kHB . This completes 

the proof. 
 

Corollary 2.3: 

Let 0, kk yv  and n

k SB   be positive definite, where kB  is the approximation to 

the inverse Hessian at iteration k . The matrix 1kB  in 

the Oren update  formula )8(  satisfies 



  1

1 HBk  where 


H  is the optimal solution to 

the minimization problem in nS  

constHInHBBHB kkkk   det,)(min 2/12/1
   )28(..........  

             s.t.  :       kk vHy  .   )29(..........  

 

Proof : 

The change of variables  

kkkkkk vBvyHyBHBX 2/12/12/12/1 )(,)/(,       )30(..........  

Reduces the problem to the minimization problem )1110(   in Theorem (2.1). 

Substituting the values of vyX ,,  above in equation )12(  and simplifying, we obtain 
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The right hand side of this formula is identical to the one in )4(  by using the 2nd set of 

transformation of variables given in )30( .  Consequently,   

 1

1







 kBH . This completes the proof. 

 

 

3 Dual of the trace determinant function for 

minimization problems  in Quasi- Newton methods: 
In this section, we have proposed two dual problems for the trace determinant 

function minimization problems. As we will see, the optimal solution to the dual 
problem is directly related to the Al-Bayati [1] update formula. Similar results also 

hold true for the Oren [6] update formula. The following theorem (3.1) is given in [7]. 
 

Theorem 3.1: 

 Let 
nSYX 00 , . The following minimization problem are duals of each other,    
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If (P) and (D) both have feasible positive definite solutions, then they optimal 
solutions and the strong duality theorem holds true. Furthermore, the optimal 

solutions of (P) and (D) are inverses of each other, that is, 1)( 


 XY  where 


X  and 


Y  

are the optimal solutions of (P) and (D), respectively. The following corollary is 

immediate, using the choices n

k SYHX  00 ,  is any matrix satisfying the condition 

kk yBv   (such as kk

T

kk yvyyY ,/0  ), and   0:  k

n BvSB [7]. 

 
Corollary 3.2 : 

Let kkk Hyv ,,  and 1kH  be defined as in Corollary (2.2). 1kH  in the Al-Bayati 

update formula )7(  is the optimal 


Y  to the minimization problem  

                         YInYY det,min 0   

                           nT

k

T

kk RvvHY   ,/// . 

  )34(..........  

Thus, we obtain here a new result that the Al-Bayati updating formula 1kB  and 
1

11



  kk BH  come from the primal dual problem )24(  and )34( , respectively. A 

similar result holds for the Oren updating formula. 

 

4 Conclusions 

 
Different measures lead to different Variable Metric or (Quasi-Newton) formulas. The 

idea may be extended for any positive definite  symmetric matrix of  Variable Metric class 
based on the trace determinant functions. 
 

5 Open Problems 

 

As we mentioned in [8], Biggs VM-update can be expressed as: 
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where    and   are selected in such away so that they satisfy the Quasi-Newton like 

condition; this is can be further analyized as: 
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In formula (36) Biggs update satisfy the least change property with respect to the new 

measure and it can be further expressed as a Projected-BFGS update or as a hybrid 

standard CG- Projected BFGS update.  
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