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Abstract 

     Tomatoes are recognized for their nutritional value in disease prevention, yet 
foliar infections often hinder their production. Monitoring and management of 
tomato leaf disease need much time, cost, and effort. Artificial Intelligence (AI), 
specifically Deep Neural Networks offers a promising solution for automating 
disease detection, such as Convolutional Neural Networks (CNN). CNN has 
several advantages over the traditional machine learning.  Selecting the optimal 
CNN architecture is crucial for accurate feature extraction from image data. 
Numerous well-known CNN-based architectures have been proposed and used in 
numerous studies, including VGGNet and DenseNet. DenseNet121 has been 
proven to produce high classification accuracy. However, the DenseNet121 
performance depends on the selection of optimal hyperparameter. This paper 
proposes an enhancing DenseNet121 performance through hyperparameter 
optimization using the Bat Algorithm (BA) for classifying tomato leaf disease. BA 
is used in this research since it has good performance and some advantages. The 
proposed method achieves better performance than the original DenseNet121 and 
has a competitive computational time. It produces an accuracy of 0.9465, macro-
average precision of 0.9498, macro-average recall of 0.9465, and macro-average 
f1-score of 0.9460.  This method is prospective to be implemented in devices in the 
real problem with many various image conditions in the future.  

     Keywords: Bat algorithm, Classification method, DenseNet121, Hyperparameter, 
Tomato leaf disease. 
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1      Introduction 

Traditional agricultural techniques are no longer able to supply the world's food needs due 

to the exponential expansion in population [1,2]. In order to solve these issues, the modern 

agricultural techniques are necessary to be used to boost agricultural product, such as fruits 

and vegetables. Humans require the nutrients found in fruits and vegetables in large 

quantities, and these nutrients can help avoid a number of diseases [3]. Tomato production 

in Indonesia is rising from 20,000 tons in 1972 to 1.12 million tons in 2022, with an average 

annual growth rate of 11.60% [4]. Nevertheless, foliar diseases frequently infect tomato 

plants, which can influence the quality and productivity of the tomato plant. The World 

Food and Agriculture Organization (FAO) says the plant diseases can result in losses of 

20–40% of crop output [5]. Furthermore, the tomato disease can cause lower tomato 

production and lower tomato quality. Tomato leaf disease is one of the primary factors 

contributing of productivity loss in tomato growing, which results in considerable losses 

of 80–90% in the agricultural economy [6]. 

A method for recognizing and classifying the tomato leaf diseases is needed to keep up the 

quality and productivity of tomato plants. The manually tomato leaf diseases detection and 

identification frequently take a lot of time and effort. Furthermore, identifying symptoms 

of disease on tomato leaves not only necessitates certain knowledge and abilities, but also 

it needs much time, cost, and effort. For more speedy and precise disease detection on 

tomato leaves, artificial intelligence (AI) is used to detect diseases on the tomato leaves 

[7].  It can assist farmers in better and more effective monitoring their crops and in 

promptly implementing prevention techniques based on the type of disease recognition. 

AI-based technological developments for object detection and classification are 

progressing quickly. AI or machine learning techniques have been used to classify diseases 

on tomato leaves [8-11]. A traditional machine learning approaches have trouble 

recognizing key characteristics of different tomato leaf diseases, which leads to low 

accuracy when utilizing datasets and a large number of classes [7]. A promising alternative 

for utilizing computer vision-based systems to control and monitor plant disease 

automatically is deep learning algorithms. One of popular deep learning algorithms types 

is Convolutional Neural Networks (CNN). It was introduced for processing image data 

more accurately by increasing the accuracy of predictions [12].  

CNN's ability to process visual data hierarchically and adaptively has been proven effective 

and successfully implemented in various fields. CNN's primary benefit is its ability to 

identify key features automatically, without human intervention [13]. CNN's capacity to 

handle image information in a hierarchical and adaptive manner has been successfully 

implemented in many domains [14-18]. CNN has been used in a number of studies to 

recognize tomato leaf diseases.  

The architecture of CNN affects its performance. CNN architectural design is a very 

complex and challenging topic to build because there are no predetermined rules for 

designing layers in a CNN to solve a problem [19]. The right architecture could extract 

important features from image data in a representative way. Several recent studies have 

focused on developing CNN architectures that achieve higher classification accuracy. 

CNN architecture has been widely explored in the agricultural sector for various purposes, 

such as detecting plant pests and diseases, estimating crop yields, monitoring product 

quality, recognizing and classifying plant species, and others [20]. Numerous well-known 

CNN-based architectures have been proposed and used in numerous studies [21-22].  

AlexNet, VGG16, GoogleNet, DenseNet121 and ResNet101 architectures have been used 
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to classify tomato leaf disease into 10 classes. Compared to the other architectures, 

DenseNet-121 results the best accuracy rate and has a smaller model size [23]. The other 

research shows that DenseNet121 not only requires fewer parameters, but also it has a 

reasonable computing time to obtain the best classification of 99.75% [24]. DenseNet121 

also has been applied successfully in many applications [25-27]. 

The CNN performance also relies on the number of hyperparameters, such as dropout rate, 

epoch, optimizer type, momentum rate, and learning rate. All of parameters interact with 

each other and can be adjusted within the CNN. Generally, hyperparameter selection is 

done based on a trial-and-error process. CNN hyperparameters has been tuned manually in 

[28]. In addition, the research by Islam et al. (2023) also manually selected 

hyperparameters for plant disease classification, but this can require high computational 

costs and time, giving rise to the need for automatic hyperparameter optimization [29]. 

Determining CNN hyperparameters is an optimization problem, because the 

hyperparameters of CNN can be searched using optimization methods. 

A metaheuristic optimization algorithm based on swarm intelligence is an alternative for 

navigating the complexity of CNNs to obtain the best hyperparameters, thereby producing 

models that are more accurate, efficient, and able to overcome the challenges faced in 

image analysis and visual data processing. The swarm intelligence algorithm is robust, 

simple to use, doesn't need derivatives, and can determine the global optimum from a large 

number of local optimal [30]. The success of using swarm intelligence algorithm to 

optimize hyperparameters and CNN architecture may vary depending on the dataset and 

architecture used. The AlexNet hyperparameters optimized by using Particle Swarm 

Optimization (PSO) has been proven to produce the better performance [31]. The other 

good swarm intelligence method is Bat Algorithm (BA). BA has resulted the faster 

convergence rate than Genetic Algorithm (GA) and PSO [32]. BA also has been 

implemented successfully in many applications [33-37]. 

Based on the research problems has been discussed, this study proposes a novel approach 

by using AI for swift and accurate detection of tomato leaf diseases. Specifically, this paper 

presents a novel tomato leaf disease classification method based on DenseNet121 with BA 

optimization for hyperparameter tuning to find the best parameter of DenseNet121. This 

method aims to enhance disease recognition efficiency, empowering farmers with timely 

insights for proactive disease management and safeguarding tomato crop health and 

productivity. 

2      Related Work 

Recent advancements in AI-based technologies for object detection and classification have 

led to rapid progress in the field. Various machine learning techniques, including SVM [8], 

Random Forest [9], KNN [10], and Naive Bayes [11] have been used to object 

classification. However, the traditional machine learning approaches have trouble 

recognizing key characteristics of different tomato leaf diseases, which leads to low 

accuracy when utilizing datasets and many classes [7].  

An increasingly promising approach for recognizing object, such as plant diseases, is Deep 

Neural Networks. Convolutional Neural Networks (CNNs) is one of the Deep Neural 

Networks that has been widely adopted for processing image data more accurately, thereby 

improving prediction accuracy [12]. CNN's ability to process visual data hierarchically and 

adaptively has been proven effective and successfully implemented in various fields. 

CNN's primary benefit is its ability to identify key features automatically, without human 
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intervention [13]. CNN's capacity to handle image information hierarchically and 

adaptively has been successfully applied in some domains, including pneumonia 

classification [14], website security [15], stroke prediction [16], SMS spam detection [17], 

crop identification [18], and others. CNN has been used in several studies to determine 

tomato leaf diseases.  

The architecture of CNN affects its performance. CNN architectural design is a very 

complex and challenging topic to build because there are no predetermined rules for 

designing layers in a CNN to solve a problem [19]. The right architecture could extract 

important features from image data in a representative way. Several recent studies have 

focused on developing CNN architectures that achieve higher classification accuracy. 

CNN architecture has been widely explored in the agricultural sector for various purposes, 

such as detecting plant pests and diseases, estimating crop yields, monitoring product 

quality, recognizing and classifying plant species, and others [20].  Numerous well-known 

CNN-based architectures have been proposed and used in numerous studies, including 

VGGNet [21] and DenseNet [22]. AlexNet, VGG16, GoogleNet, DenseNet121, and 

ResNet101 architectures have been used to classify 10 disease classes in tomatoes with the 

result that DenseNet-121 had the best accuracy rate of 99.97% and had a smaller model 

size compared to other architectures [23]. An empirical comparison of the VGG16, 

InceptionV4, Resnet50, Resnet101, Resnet152, and DenseNet121 architectures for plant 

disease identification has been provided in [24]. This research shows that DenseNet121 

not only requires fewer parameters, but also it has reasonable computing time to obtain the 

best classification of 99.75%.  DenseNet121 also has been applied successfully in many 

applications, such as the classification of NTT weaving motif [25], weather image 

recognition [26], nutrient deficiency classification [27], etc. 

The CNN capability relies on some hyperparameters, all of which interact with each other 

and can be adjusted within the CNN. CNN hyperparameters in the form of dropout rate, 

epoch, optimizer type, momentum rate, and learning rate for tomato leaf disease 

classification have been tuned manually [28]. In addition, the research by Islam et al. 

(2023) also manually selected hyperparameters for plant disease classification in the form 

of learning rate, optimizer type, and activation function, but this can require high 

computational costs and time, giving rise to the need for automatic hyperparameter 

optimization [29]. Determining CNN hyperparameters is an optimization problem because 

the hyperparameters of CNN can be searched using optimization methods. 

A metaheuristic optimization algorithm based on swarm intelligence is an alternative for 

navigating the complexity of CNNs to obtain the best architecture and hyperparameters, 

thereby producing models that are more accurate, efficient, and able to overcome the 

challenges faced in image analysis and visual data processing. The success of using a 

swarm intelligence algorithm to optimize hyperparameters and CNN architecture may vary 

depending on the dataset and architecture used. The optimization of the AlexNet 

architecture using PSO was done by Yamasaki et al. in 2017 [31]. BA is a good swarm 

intelligence method and BA's convergence rate is faster than GA and PSO [32]. BA also 

has been proven successfully to be implemented in many applications, such as Artificial 

Neural Networks training [33], transport network design [34], association rule mining [35], 

workflow scheduling [36], structural reliability assessment [37], etc. 
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Fig. 1 Research methodology 

3      Methodology 

This article proposes a new classification method that can accurately identify and classify 

tomato leaf diseases using DenseNet121 with BA hyperparameter optimization.  The goal 

of this research is to help farmers take appropriate actions to handle the spread of the 

disease and increase crop yields. The methodology of this research can be seen in Fig 1. 

This research consists of several stages, including studying literature, collecting datasets, 

building the algorithms of a method, transforming algorithms into programs, evaluating 

methods, and making conclusions.  

In the first stage, several previous research are studied, such as BA, CNN, tomato disease, 

and other related articles. The procedure and properties of the BA and CNN methods are 

studied and then this knowledge is used in building algorithms and programs. The 

parameters of BA and CNN and DenseNet121 are studied based on previous research. 

Yang (2014) asserts the parameters value of BA. 𝐴𝑖 and 𝑟𝑖 can be given the values of 0.5 

and 0.5, and value 𝛼 = 𝛾 = 0.9. Parameters in DenseNet121, such as the number of  
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Table 1: Parameter range’s values  

Parameters Parameter values 

The number of neurons in FC layer 128, 256, 512, 1024 

The dropout rate 0.1, 0.2, 0.3, 0.4, 0.5 

The learning rate  0.1, 0.01, 0.001, 0.0001, 0.00001 

The activation function ‘relu','sigmoid','tanh' 

The optimizer 'adam', 'sgd' 

 

     
(a) (b) (c) (d) (e) 

     
(f) (g) (h) (i) (j) 

 
Fig. 2 The image examples of diseases on tomato leaves for each class. (a) Healthy, (b) 
Bacteria Spot, (c) Early Blight, (d) Septoria Leaf Spot, (e) Late Blight, (f) Leaf Mold, (g) 
Two-spotted Spider Mite, (h) Mosaic Virus, (i) Target Spot, (j) Yellow Leaf Curl Virus. 

neurons in FC layer, the dropout rate, the learning rate, the activation function and the 

optimizer were studied from previous studies. The range of each parameter was obtained 

from previous research, as given in Table 1. 

The dataset is taken from Kaggle.com [38].  The dataset in this research is divided into 10 

classes which are healthy leaf, Bacteria Spot, Early Blight, Septoria Leaf Spot, Late Blight, 

Leaf Mold, Two-spotted Spider Mite, Mosaic Virus, Target Spot, and Yellow Leaf Curl 

Virus.  Examples of the tomato leaf dataset can be shown in Fig. 2. It can be shown that 

each disease has different features.  

Next, the algorithm of the proposed method is built. The flowchart of the proposed method 
can be seen in Fig. 3. The first step of the proposed method is that the parameters of BA 
and dataset are inputted. The second step is doing several pre-processing of CNN such as 
data resizing, data rescaling, and data augmentation. The data augmentation is done to 
avoid the overfitting and to make better the model generalization. The operations of data 
augmentation are rotation, width shift, height shift, shear, zoom, horizontal flip and vertical 
flip.  The range of each operation for data augmentation is 20 for rotation, 0.2 for width 
shift, 0.2 for height shift, 0.2 for shear, and 0.2 for zoom. The third step is splitting the 
dataset into training data and testing data. The size of dataset is 10000 and each class has 
1000 data images. The ratio of training and testing data are 0.8 and 0.2, respectively. 

After the algorithm of proposed method are created and the detail of the proposed method 

is explained in next section of the proposed method.  Therefore, the algorithm is 

implemented into program by using Python language programming. The last stage is the 

evaluation of the proposed method. To assess the classification model, it is necessary to 

calculate the metrics evaluation. The classification model is constructed using 
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DenseNet121 with BA hyperparameters optimization. As a result, the test data are utilized 

to evaluate the model. To assess the effectiveness of the classification model, the training 

and testing data's Accuracy, Recall, Precision, and f1 Score are computed. The description 

of each evaluation metric is the following. 

a. The accuracy is computed by formulation in (1). A True Positive (TP) is a term used 
to describe the number of positive data that are classified correctly. The number of 
tuples that are accurately categorized as negative is known as True Negative (TN). 
False Positive (FP) represents the number of tuples in the negative class that are 
classified incorrectly. The number of tuples that fall into the incorrectly negative 
category is called False Negative (FN). Accuracy is the ratio between the number of 
correct predictions and the number of all tuples. 

 Acc =
TP+TN

TP+TN+FP+FN
 (1) 

b. Formulation (2) defines recall. A measure used to calculate the proportion of correctly 
recognized positive patterns is called Recall. 

 Rc =
TP

TP+FN
 (2) 

c. Formulation (3) defines precision. The ratio between all of the tuples in the positive 
class and the accurately anticipated positive class is used to calculate precision. 

𝑃𝑟𝑐 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3) 

d. The f1 Score is calculated by using the harmonic mean of recall and precision.  The f1 
Score formulation can be seen in (4). 
 

𝑓1 𝑠𝑐𝑟 = 2 ∙
𝑃𝑟𝑐 ∙ 𝑅𝑐

𝑃𝑟𝑐 + 𝑅𝑐
 

(4) 

Since the number of classes is more than 2 classes, this research uses Macro-Recall, 
Macro-Precision, Macro-f1 Score, and Accuracy to evaluate the performance of the 
classification method. The formulations of Macro-Recall, Macro-Precision, and Macro-f1 
Score are represented by (5), (6), and (7) [39]. K represents a number of classes. 

𝑀𝑐𝑟𝑅𝑐 =
∑ 𝑅𝑐𝑘

𝐾
𝑘=1

𝐾
 

(5) 

1

K

k

k

Prc

McrPrc
K




 

(6) 

𝑀𝑐𝑟𝑓1𝑠𝑐𝑟 =
∑  𝑓1 𝑠𝑐𝑟𝑘

𝐾
𝑘=1

𝐾
 

(7) 

 

K represents the number of classes.  ,k kRc Prc  and 1 kf scr   represents the recall, precision 

and f1 score of class kth, respectively.  Based on a calculation of the evaluation of the metrics 

that resulted, furthermore, these are analysed and used for making conclusions 
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4      The Proposed Method 

The part will discuss the developing classification algorithm by using DenseNet121 with 
BA to classify tomato leaf diseases. A DenseNet121 is a particular kind of CNN that makes 
use of dense connections between layers.  This stage has two main stages which are the 

 

Fig. 3 Flowchart of the proposed method. 

feature extraction and classification steps. The feature extraction is done by several 
operation of DensetNet121 as shown in Fig. 4, while the classification is done on the fully 
connected-soft max of DenseNet121. DenseNet121 consists of one convolutional layer, 
one max pooling layer, four dense-block layers, three transition layers, one average pooling 
layer and one fully connected-SoftMax.  Every layer becomes fresh input from the layers 
above it and sends its maps of features to the layers below. 
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The kernel size of the initial convolutional layer of DenseNet121 is 77. The convolutional 
layer is CNN's primary component. It has several filters, also known as kernels, the 
parameters of which must be trained during the training process. Generally, the filters' size 
is less than that of the original image. Every filter interacts with the picture to produce an 

activation map. The model of DenseNet121 is composed of 33 max-pooling kernels with 
a stride of two. In the max-pooling operation, a feature map's maximum value is 
determined for each patch using a pooling process to produce a down-sampled, or pooled, 
feature map.  Dense connections use weights to link each input to each output. Dense 
connections are made by dense blocks, which link all layers directly together. The number 
of filters varies within each block, but the feature map dimensions stay  

 
Fig. 4 Architecture of DensetNet121 

 

 

 
 

(a) (b) (c) 

Fig. 5 (a) Dense block. (b) Convolution block. (c) Transition layer 

fixed.  A module that directly links every layer (with matching feature-map sizes) to every 
other layer is called a dense block. The dense block architecture can be shown in Fig. 5 (a). 
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Every dense block is built by some conv block. DenseNet121 has 6, 12, 24, and 16 depths 
of model of convolutional block. The architectures of the convolutional block and 
transition layer are shown in Fig. 5(b) and Fig. 5 (c), respectively. Due to the feature map 
sizes within neighboring dense blocks being the same, the transition layer joins them.  The 
last layer of feature extraction uses the average pooling operation. The last step is to obtain 
the output by using the SoftMax function [40]. 

DenseNet121 has some hyperparameters such as a number of neurons in a fully connected 

layer, dropout rate, learning rate, and activation function. These hyperparameters influence 

the performance of DenseNet121. For this reason, the new classification model using the 

DenseNet121 with BA is constructed. The training procedure was used to generate the 

classification model.  

The process for building a classification model using DenseNet121 and BA for classifying 

tomato leaf disease is shown in the flowchart in Fig. 3. Bat locations in DenseNet121 with 

BA represent potential candidates for the optimal DenseNet121 hyperparameters. The first 

phase of the DenseNet121 and BA generates Nb candidates at random for the DenseNet121 

hyperparameters, which are defined as 𝒙𝒊
𝟎 , 𝒊 = 𝟏, 𝟐, . . . , 𝑵𝒃. Each parameter range values 

can be shown in Table 1. Furthermore, DenseNet121 and BA explore and utilize the search 

space to identify the global optimal point. The fitness function in the DenseNet121 and BA 

is defined by using accuracy. The following is the full method used by the classification 

model by using DenseNet121 and BA to classify tomato leaf disease. Algorithm 1 shows 

the training process to obtain the best hyperparameter of DenseNet121. 

Algorithm 1. A new classification model based on DenseNet121 with BA for 

tomato leaf disease classification.  

Input: 

 The training dataset (Xtrain). Xtrain is a set of images with size of 𝑀 × 𝑁 , M and 

N indicate the height and width of images, respectively. The number of training 

images dataset is n.  

 The BA hyperparameters.  

Output: 

𝒙∗ indicates the optimal DenseNet121 hyperparameter solution. 

a. First step is that the bat locations and velocities are set to their initial values, 𝒙𝑖
0 and 

𝒗𝑖
0 ,(𝑖 = 1, 2, … , 𝑁𝑏). Each bat location xi represents a candidate of DenseNet121 

parameters, which are 𝒙𝑖
0 = (𝑥𝑖,1

0 , 𝑥𝑖,2
0 , 𝑥𝑖,3

0 , 𝑥𝑖,4
0 ).  𝑥𝑖,1

0 represents the number of neurons 

in fully connected layer. 𝑥𝑖,2
0   defines a dropout rate.  𝑥𝑖,3

0   and 𝑥𝑖,4
0    represent a learning 

rate and activation function, respectively. 

b. Determine 𝑓𝑚𝑖𝑛 , 𝑓𝑚𝑎𝑥 ,  𝑟𝑖 , and 𝐴𝑖 , (𝑖 = 1, 2, … , 𝑁𝑏).  𝑓𝑚𝑖𝑛  and 𝑓𝑚𝑎𝑥  represent the 

minimum frequency and the maximum frequency, respectively. 𝑟𝑖 defines a pulse rate 

and 𝐴𝑖 is a loudness. 

c. t=0 

d. WHILE (𝑡 <   𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑜𝑓 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛) DO 

1. FOR 𝑗 = 1 to 𝑁𝑏 DO 
i. The frequency, velocity, and location of bats are updated by calculating (8), 

(9), and (10). 𝛽 is a number chosen at random from a uniform distribution 

[0,1]. 

𝑓𝑖 = 𝑓𝑚𝑖𝑛 + (𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝛽, (8) 

𝒗𝑖
𝑡+1 = 𝒗𝑖

𝑡 + (𝒙𝑖
𝑡 − 𝒙∗)𝑓𝑖, (9) 



 

S. Anam et al.                                                                                                                    40 

𝒙𝑖
𝑡+1 = 𝒙𝑖

𝑡 + 𝒗𝑖
𝑡+1. (10) 

ii. if (𝑟𝑎𝑛𝑑 < 𝑟𝑖 then 

The local solutions are generated by using (11), randomly. 

𝒙𝑛𝑒𝑤 = 𝒙𝑜𝑙𝑑 + 𝜎𝜖𝑡𝐴(𝑡) (11) 

𝜖𝑡  represents random number with a normal distribution 𝑁(0,1)and 𝐴(𝑡) 

defines the means of bat loudness over time 𝑡. While 𝜎 is the scale factor.  

For simplicity, it could be taken 𝜎 = 0.01. 

   end if. 

iii. Use the accuracy to determine fitness values of each bat. It is produced by 

using a DenseNet121 classification model with hyperparameters 𝒙𝑖
𝑡+1, training 

data and validating data.  

iv. if (𝑟𝑎𝑛𝑑 > 𝐴𝑖 and 𝑓(𝒙𝑖) < 𝑓(𝒙∗)), then 

The existing solution could be updated using the results of steps (i) or 

(ii). 

end if 

v. The next step is that increases 𝑟𝑖 and reduces 𝐴𝑖 by using (12) and (13). 

𝐴𝑖
𝑡+1 = 𝛼𝐴𝑖

𝑡, (12) 

𝑟𝑖
𝑡+1 = 𝑟𝑖

0[1 − exp(−𝛾𝑡)], (13) 

𝛼 is given range 0 < 𝛼 < 1 and 𝛾 > 0. 

vi. Sorting the bats to find the best possible results (𝒙∗). 

end for 

   end while 

e. Output: Best (𝒙∗) (the DenseNet121 hyperparameters optimum).  

Algorithm 2. Evaluation of a new classification model based on DenseNet121 with 

BA in training data for classifying tomato leaf disease. 

Input: 

The training dataset (Xtrain). 

The best hyperparameters of DenseNet121 resulted in BA which is 𝒙𝑖
∗ =

(𝑥𝑖,1
∗ , 𝑥𝑖,2

∗ , 𝑥𝑖,3
∗ , 𝑥𝑖,4

∗ ) 

ytrain (the class label of the training data set) 

Output: 

Accuracy, Macro Recall, Macro Precision, Macro f1 Score.  

1. Create a classification model by DenseNet121 Model by using training data 

2. Utilize the DenseNet121 Model with BA to determine the label prediction ypred. 

3. Calculate Accuracy, Macro Recall, Macro Precision and Macro-f1 Score. 

Algorithm 3.  Evaluation of a new classification model based on DenseNet121 and 

BA in testing data for classifying tomato leaf disease 

Input: 

The testing data (Xtest) 

DenseNet121 model resulted BA 

ytesting (the class label of the testing data) 

 

Output: 
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Accuracy, Macro-Recall, Macro-Precision, Macro- f1 Score. 

1. Utilize the DenseNet121 Model with BA to determine the label prediction ypred. 

2. Calculate Accuracy, Macro Recall, Macro Precision and Macro f1 Score  

The termination condition in this proposed method is using the maximum number of 

iterations. The maximum number of iterations used is 10 iterations. After the 

hyperparameters are found by BA, then they are used in the classification model. The last 

stage is to evaluate the classification model by using training data and testing data.  

Algorithm 2 and Algorithm 3 are utilized for assessing the model by training data and 

testing data. 

Table 2: Number parameters resulted by DenseNet121 with BA and DenseNet121 

 

Number of parameters DenseNet121 DensetNet121 with 

BA 

Total params 8,097,354 7,567,434 

Trainable params 8,013,706 7,483,786 

Non-trainable params 83,648 83,648 

 

5      Results, Analysis and Discussions  

This part will display the outcomes of the experiment. The comparison of metrics 

evaluation produced by the proposed method and the DenseNet121 will be discussed.   

Fig. 6 (a) shows the accuracy resulted by DensetNet121 with BA and DenseNet121. It can 

be shown that the DensetNet121 with BA produces better accuracy than DenseNet121. 

The accuracy produced by BA and DenseNet121 is 0.9465 and the accuracy produced by 

DenseNet121 is 0.9175. The accuracy improves significantly after hyperparameter 

optimization. 

While, Fig. 6 (b), Fig. 6 (c), and Fig. 6 (d) display the comparison of the best recall, 

precision, and f1 scores between DenseNet121 and DensetNet121 with BA, respectively.  

It can be shown that the DensetNet121 with BA also produces better recall, precision, and 

f1 score than DenseNet12. The recall resulted from BA and DenseNet121 is 0.9465 and the 

recall resulted from DenseNet121 is 0.9175. The precision produced by BA and 

DenseNet121 is 0.9498 and the precision produced by DenseNet121 is 0.9229, while the 

f1 score resulted by BA and DenseNet121 is 0.9460 and the f1 score produced by 

DenseNet121 is 0.9174.  For all classification metrics, the BA and DenseNet121 have 

better performance compared to the DenseNet121. 

Fig. 7 shows the computational time resulted by DenseNet121 with BA and DenseNet121. 

DenseNet121 produces higher computational time than DenseNet121. Table 2 shows the 

number parameters resulted by DenseNet121 with BA and DenseNet121.  It can be shown 

that the number of total params (trainable and non-trainable parameters) along with the 

computational time needed to train the model. DenseNet121 contains 8,097,354 

parameters, while the  

Table 3: Hyperparameter resulted by DensetNet121 with BA 

 

Parameters Parameter’s value 
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The best number of neurons in FC layer 512 

The best dropout rate 0.3 

The best learning rate  0.001 

The best activation function tanh 

The best optimizer ADAM 

 

 

  

(a) (b) 

  

(c) (d) 

 

Fig. 6 Comparison of the best (a) accuracy (b) macro-average recall (c) macro-average 

precision (d) macro-average f1-score between DenseNet121 and DensetNet121 with BA. 
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Fig. 7 Comparison of the computational between DenseNet121 and DensetNet121 with 

BA 

number of parameters of DenseNet121 with BA is 7,567,434 parameters. The smaller 

number of parameters indicates a lighter and more computationally and memory-efficient 

model.  While the proposed architecture uses the population-based optimization, the 

processing time of the proposed method can compete with the original DenseNet121. The 

computational time of DenseNet121 with BA and DenseNet121 is not significantly 

different.  

Table 3 shows the hyperparameter resulted by DensetNet121 with BA.  The best number 

of neurons in FC layer is 512, the best dropout rate is 0.3, the best learning rate is 0.001, 

the best activation function is tanh, and the best optimizer is ADAM. 

6      Conclusion  

This research proposes a new tomato leaf disease classification method based on 

DenseNet121 with BA hyperparameters optimization. After evaluating and analyzing the 

experimental results, it can be asserted that the DenseNet121 with BA performs better than 

the DenseNet121 for all classification metrics. The accuracy, macro average precision, 

macro average recall, and macro f1 score resulted by the proposed method are 0.9465, 

0.9498, 0.9465, and 0.9460, respectively. The proposed also has competitive 

computational time compared with DenseNet121. It is caused by the smaller number of 

parameters. The best hyperparameters resulted by the proposed method are 512 for the 

neurons in the FC layer, 0.3 for the dropout rate, 0.001 for the learning rate, tanh for the 

activation function, and ADAM for the optimizer. Finally, this method is prospective to be 

implemented in devices in the real problem with many various image conditions in the 

future. 
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