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Abstract 

Skin cancer is considered as one of the most serious types of cancer that leads to 
death worldwide. The number of deaths that caused by skin cancer can be 
reduced if it is diagnosed at early stages. Skin cancer is usually diagnosed using 
visual inspection, but it is less accurate. Using deep learning-based methods have 
been proposed to assist the doctors to diagnose the skin cancers at early 
accurately. The investigation was achieved on 3600 images collected from kaggle. 
Two deep learning algorithms used in the study: Vgg-19 and Alexnet to extract 
the layers 6 and 7. Then, the two layers will be merged to generate the statistical 
operations like: median, lowest, highest and joined of two layers. The following 
classifiers were used in the investigation: K-Nearest Neighbor, Random Forest, 
Naïve Bayes and Decision Tree. However, the study considered the following 
measures: accuracy, precision, recall, and F-Measure. Three training datasets 
sizes will be used to investigate the influence on classification accuracy. The 
results of all datasets were slightly similar. This approves that the extracted 
features and the statistical operations have an influence on the classification 
accuracy. The results show that Alexnet performs high accuracy and consumes 
less time that required for training the model compared to vgg-19. The results of 
classifiers showed that Random Forest scored high classification accuracy (85.6) 
compared to other ML classifiers 

Keywords: Skin cancer detection; Deep learning; Convolutional neural networks 
(CNN); VGG19; Alexnet; Skin tumor detection. 

1 Introduction 

One of the most common forms of cancer in the modern world is thought to be skin 

cancer [1]. It makes sense that skin cancer is the most prevalent kind of cancer in people, 

given that the skin is the largest organ in the body [2]. Benign and malignant skin cancer 
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are the two main classifications for the disease. Skin cancer is a rare, lethal, and serious 

condition [3] 

According toAmerican Cancer Society report that issued in 2022, it says that the 

melanoma cases of skin cancer make up only 1% of the total cases, but it caused a higher 

average of death [4]. While in the statistical report issued by [5], it states that - in the 

United States, the diagnosed people with skin cancer every day is more than 9,500. More 

than two people die from the disease every hour. Also, they stated that – in worldwide, 

more than 5,400 people die from non-melanoma skin cancer every month. 

Skin cancer develops in human cells known as melanocytes. It happens when healthy 

melanocytes are growing out of control, resulting in a cancerous tumor [6]. Whereas 

melanoma skin cancer appears in areas exposed directly to sunlight, such as the faces, or 

hands, etc. It can be cured if it was diagnosed early; otherwise, it will be spread out to 

other areas of body and cause health condition problem and death [7]. Therefore, 

diagnosis and treatment at early stages is considered the critical factor to avoid the 

dangerous cases [8]. The traditional method used for detection is the biopsy for skin 

cancer. In this method, the doctors take a sample of a suspected skin for medical check 

purposes to decide if it is affected or not [8]. This traditional method is painful, slow for 

the patients, and very effort and time-consuming for the doctors. Using computer-based 

technology can provide an easy method for humans with less expensive, and speedy 

detecting skin cancer [9]. 

Deep learning has achieved notable results compared with other approaches of machine 

learning. It is now considered the most advanced subfield of machine learning that deals 

with artificial neural network algorithms. These algorithms are built based on the 

function and structure of the human brain. Whereas the DL is implemented in a wide 

scope of research e.g. voice recognition [10], human pattern recognition [11], and in skin 

cancer detection [12]. 

Despite it is possible to identify skin cancer manually by specialists, but this takes a long 

time and effort. Although algorithms based on automatic detection can aid in 

identification processes, there is currently no golden process for skin cancer image 

detection. There are multi researches have been conducted to reach to high classification 

accuracy. This study is one of them that conducted on skin cancer to find desirable 

results using different methods compared with previous studies [13].  

This research is prepared to detect skin cancer images if it is benign or malignant. The 

proposed model provides a new technique based on extracting features (i.e. fc6 and fc7) 

from MRI images using the models: VGG-19 and Alexnet. Based on the extracted 

features: fc6 and fc7, new datasets will be generated and give the title: Statistical 

Operations, which includes: median, highest, lowest, and joined between features fc6 and 

fc7. The total datasets we will have in this study is six datasets: (i.e. fc6, fc7, median, 

highest, lowest, and joined between fc6-fc7 features). In order to classify the datasets, the 

following Machine Learning (ML) algorithms are used: KNN, Naïve bayes, Decision 

Tree, and Random Forest. This study will provide the literature field with comparison 

results for the extracted features from VGG-19 and Alexnet using the aforementioned 

classifiers. This considered as a contribution for this study. Also, to provide an insight 

into how to use fully connected layers (fc6 and fc7) to build new datasets for statistical 

operations to be used for skin cancer detection. Then, to find their influence on the 

classification accuracy; this can be considered as a contribution for this study. 
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This study aims at examining the use of deep learning models on classifying skin cancer 

images if it is benign and malignant. This aim can be performed by taking into account 

the following set of objectives: 1) To evaluate the possibility of classifying skin cancer 

images using ML based on deep learning techniques. 2)To evaluate the performance of 

different classifiers (i.e. KNN, Naïve bayes, Random Forest, and Decision Tree) on the 

reliable database of skin cancer. 3)To assess the influence of using the statistical 

operations on the classification accuracy. 4) Provide the literature work with a 

comparison of the results of ML based on using two deep learning models (VGG-19, and 

Alexnet) with considering different training datasets sizes. The results will be evaluated 

using Accuracy, Precision, Recall and F- Measure.  

Since no large dataset is being used in real-world datasets, as well as the pre-trained CNN 

models required a huge number of images for ideal training to provide enhanced 

performance. Based on Vgg19 and Alexne, it was suggested to use different scenarios for 

training dataset sizes to investigate their influence on classification accuracy. This is to 

increase the variability, which can help the model generalize better for different number 

of image in the dataset, and this is especially significant in medical imaging that have 

limitation of sizes and variability. 

The remaining part of the paper is organized as follows: Section two demonstrated the 

related works that have been done in skin cancer. The proposed methodology is 

investigated in Section three. Section four illustrates the results in details with some 

performance measures. While section five draws the conclusion. 

 

2      Related Work 

Recently, CNN is the most powerful deep learning technique used for image 

classification in the medical field [4]. Also, it has shown amazing findings compared 

with other techniques like finding in clinical epidermal 2 cell [6], cervical cell image 

classification and skin cancer classification [14] [15] [16] [17]. 

There are number of researchers who used CNN technique, such as: the researchers in 

[14] designed a model using CNN and a different of learning frameworks with minimal 

training data. Another researcher has in [18] used a pre-trained CNN technique and 

received the advantage that represented by the finding . 

During the last few decades, several models have been suggested by researchers for the 

classification of skin cancer problems. These were suggested for feature extraction, and 

then were categorized in the International Skin Imaging Challenge (ISIC) in 2016. This is 

to classify the skin cancer images into two categories: benign and malignant [19]. In the 

subsequent year (2017), a larger dataset was collected and released relative to the 2016 

version for segmentation, identification, and classification skin cancer images: known as 

[ISIC 2017] [19]. A new automated method was designed for melanoma recognition in 

the year 2017, then was added to [ISBI-2016] [20]. The affected skin was then separated 

to identify melanoma and non-melanoma lesions.  

Recently, a new study conducted to examine the effectiveness of features extracted by 

eight contemporary CNN models using four popular datasets including: PH2, ISIC 2016, 

ISIC 2017 and HAM10000. The CNN models used in the study are:  AlexNet, VGG-16, 

VGG-19, Inception V3, MobileNet, ResNet-50, DenseNet-121 and EfficientNet B0. 

Their results indicated that the DenseNet-121 with multi-layer perceptron have achieved 

a higher accuracy of 98.33%, 80.47%, 81.16% and 81% on the following datasets: PH2, 
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ISIC 2016, ISIC 2017 and HAM10000 when compared to different CNNs models and 

state-of-the-art methods [21]. 

In the same field, Faghihi et al. [22] investigated the CNN technique on skin cancer by 

applying transfer learning models based on VGG16 and VGG19 architectures. They 

evaluated the performance of the models using standard metrics such as accuracy, 

precision, recall, and F1 score. The results showed the effectiveness of the transfer 

learning method and showed an improvement in classification accuracy with an increase 

of 3% (from 94.2% to 98.18%) when compared to different methods [22]. 

The paper by Ankush Singh et al. (2023) suggested some advanced computational 

methods to enhance the accuracy and efficiency of detection for skin cancer. They used 

convolutional neural networks (CNNs): Alexnet and VGG-16 to automatically extract 

features from skin images. The study emphasizes the significance of leveraging deep 

learning algorithms for their ability to discern intricate patterns indicative of skin cancer. 

The results showcase the efficacy of their approach and get an accuracy of 88.48% in the 

case of AlexNet and 90.41% in the case of VGG 16 respectively. On ISIC 2020, VGG16, 

VGG19, and SVM exhibit accuracies of 90%, 92%, and 92%, respectively [23]. 

The paper by Md. Mahbubur Rahman et al. (2023) proposed a new hybrid system for 

melanoma skin cancer detection. The aim of this research is to improve investigation 

of skin cancer from dermoscopy images by mitigating multiplicative speckle noise using 

an anisotropic diffusion filtering technique. The fast-bounding box (FBB) technique is 

used to partition the areas affected by skin cancer. There are two different feature 

extractors used: the VGG19-based Convolutional Neural Network (CNN) and the Hybrid 

Feature Extractor (HFE). The HFE creates a single feature vector by combining the 

Histogram-Oriented Gradient (HOG), Local Binary Pattern (LBP), and Speed Up Robust 

Feature (SURF) extraction techniques. The CNN approach also pulls features from 

training and test datasets. The classification model is built by fusing the two-feature 

vectors that are produced. Using academic torrents and ISIC 2017 datasets, the suggested 

technique is tested and shows impressive results with 99.85% accuracy, 91.65% 

sensitivity, and 95.70% specificity [24]. 

Using different of CNNs variants and public common datasets named as ISIC 2019 and 

2020, the researchers in [25] rigorously preprocessed the data using advanced Generative 

of AI techniques like: GANs and ESRGAN, they were used for augmentation. The 

results demonstrated the potential of using generative AI to augment data volume and 

confirmed the effectiveness of transfer learning models based on convolutional neural 

networks in improving the accuracy of skin cancer classification. A thorough evaluation 

and comparison of various generative techniques' efficacy is conducted. Several transfer 

learning models are used in the CNN-based technique, such as VGG16, VGG19, SVM, 

and a hybrid model that joined VGG19 and SVM. The hybrid VGG19+SVM model 

performs exceptionally well with a 96% accuracy on ISIC 2019, whereas VGG16 and 

VGG19 obtain promising accuracies of 92% and 93%, respectively while VGG16, 

VGG19, and SVM show accuracies of 90%, 92%, and 92% on ISIC 2020, 

respectively,[25]. 

In addition, the researchers in [36] conducted a study to evaluate number of deep learning 

models for the diagnosis of skin cancer, which includes: DenseNet-201, MobileNet-V2, 

ResNet-50V2 [54], ResNet-152V2, X-ception, VGG-16, VGG-19, and GoogleNet. In 

their study, they trained all models on dataset contains 7164 images from the dataset 

named: ISIC 2019. Their results showed that GoogleNetachieved an accuracy of 76.09%, 

which is considered a quite low accuracy, therefore, their proposal model was classified 
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only for the binary classification case. This means that they achieved less in the model: 

Vgg19 and ALexnet that we used as well in our study; this proves that we can achieve 

higher in our work  

The researchers in [37]evaluated deep learning-based approach for skin cancer 

detectionusing: (GoogLeNet, AlexNet, ResNet, and VGGNet). The classification was 

designed based on three categories (melanoma, nevus, and seborrheic keratosis). They 

suggested to use an ensemble of deep CNNs, where built their model to classify the data 

based on vote outputs of multiple CNNs. The results show that the ensemble approach 

outperforms individual CNNs, where the accuracy they achieved was 79.9. 

Table 1 bellow display some other researchers on skin cancer detection that contains 

number of CNNs model including the model that we used in our model. Our work differs 

from their works that published in the most recent in 2021 and 2023. 

 

Table 1: other researchers on skin cancer detection 

Article Year Field 

[38] 2019 Reviewed DL models for detecting the skin cancer  

[39] 2021 Reviewed DL based decision support in skin 

cancer detection 

[40] 2021 Reviewed DL techniques for the analysis of skin cancer 

and melanoma cancer diagnosis  

[41] 2021 Reviewed DL algorithms used for detecting the skin 

cancer  

[42] 2023 Reviewed for classification of skin cancer and 

segmentation based on using (GANs) 

 

3 Methodologies 

This section presents the two subsections. 1) The description of dataset and Data 

Augmentation. 2) The experimental Process. 

3.1      The Description of Dataset- and Data Augmentation 

It is common knowledge that pre-trained CNN models will perform better when trained 

with a wider set of images but this is rarely available. In such cases, data augmentation 

techniques are deployed to expand the training set beyond the original size and 

composition providing the model to be more inclusive and able to fit to more variations 

of data. This even becomes more important in the scopes of medical imaging. This 

technique of data augmentation is standard practice to introduce some changes in the 

original images to create more images of brain tumors. In particular, augmentation 

influencing training images to increase their number and allow building a model which 

generalizes better to varying conditions. A total of 50%, 70%, and 80% of tumor images 

were multiplied, thus increasing the size of every one of them. However, no 

augmentation was applied to the images used in testing and validation from the dataset. 
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In this research, Figure 1 outlines the data augmentation techniques applied in this 

research including random horizontal reflection. 

The skin cancer dataset is downloaded from [33]. The dataset contains a balanced dataset 

of images of benign skin moles and malignant skin moles. It consists of two folders with 

1800 pictures (224x224) of the two types of moles. 

3.2      The Experimental Process 

The study is designed on three different scenarios of datasets sizes. Which includes 80% 

and 20%, 70% and 30%, and 50% and 50% for training and test datasets respectively. In 

each scenario – the five steps of the proposed model are implemented (see figure 2). 

Thus, the proposed model will be implemented by the number of three different 

scenarios. Then, the results were presented and evaluated for each scenario. Next, are the 

steps for the proposed model. 

Step 1) in this step, we followed set of preprocessing for preparing the images for next 

steps, as follows:  

1. Collect the dataset from the internet. One class (i.e. folder) contains two 

subfolders for each of benign and malignant. 

2. The images were augmented randomly to increase the dataset size. This to 

produce a diversity for the training images. 

3. The images were converted from grayscale to RGB format. This to be the images 

are compatible with the CNN models. 

4. The input images were resized into (224,224) to be all the images are in the same 

dimension. 

5. Images are shuffled randomly before different scenarios of (80%, 70%, and 50%) 

to prevent any bias in the selection. Then, the prepared images now are entered 

into each model of this study (VGG-19, AlexNet).  

Step 2) The feature vectors will be extracted (that includes fc6 and fc7-as applied in the 

study [32]) from images automatically using MATLAB for Pre-trained VGG-19 (i.e. step 

2.1), and Alexnet (i.e. step 2.2) to build datasets. Any dataset used in the study (e.g. 

median, fc6) has 4096 columns that represents feature vectors and number of rows that 

represents the number of images. Then to be used in step 4. 

The layers (fc6 and fc7) were selected in our study because of the ability of these layers 

to capture high-level semantic information relevant to a wide range of computer vision 

tasks, especially when utilizing pre-trained models for transfer learning [28] [29]. 

 

(a) Original Skin Image     (b) Random X Reflection Image 

Figure  1. Data augmentation for Random X Reflection 
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Figure 2. The proposed Model 

 
Figure 3. shows how these statistical operations are design 

Step 3) The statistical operations. New datasets (i.e., lowest, highest, median, and joined 

them together) will be created from the two layers (i.e., fc6 and fc7). It includes step 3.1 

for datasets extracted from vgg-19, and step 3.2 for datasets extracted from Alexnet. We 

suggest using the statical operations to investigate their influence on classification 

accuracy; this explains their role and importance in the study. These datasets will be 

classified in step 4. Figure 3 shows how these statistical operations are design. Next, the 

explanation for these statistical operations.  

• Highest (fc6 and fc7): To calculate the large value of the two values in the 

two datasets (fc6 - fc7).  

• Lowest (fc6 and fc7): To calculate the less value of the two values in the two 

datasets (fc6 - fc7).  

• Median (fc6 and fc7): To calculate the median of the two values in the two 

datasets (fc6 - fc7). 



 Amal Abu Shehab et al.                                                                                                  114 

• Joined them together (fc6 and fc7): The dataset fc6 (4096) has been joined 

next to the dataset fc7 (4096), then the joined dataset will contain 8192 

features.  

Step 4) The results will be achieved in step 4.1 (i.e. vgg-19) and step 4.2 (i.e. Alexnet) 

using set of ML classifiers on the datasets gained from second step and third step. 

Step 5) The results will be assessed using various of performance measures that include 

Accuracy, precision, Recall and finally F- Measure. 

The values of these measures take a range of [0-1], where 0 represents the worst 

performance and 1 represents the best performance. They are explained as follows:  

Precision: This metric, which provides the precise percentage of positive examples 

compared to the entire number, aids in evaluating the accuracy of the classifiers' output, 

as shown in equation (1): 

Precision =  
      𝑇𝑝 

𝑇𝑃 + 𝐹𝑃
         (1) 

Recall: This metric, which represents the proportion of positive examples displayed on 

the total number, is employed in the finalization test of the classifier's results, as shown in 

equation (2). 

Recall =  
   𝑇𝑝 

𝑇𝑃 + 𝐹𝑁
             (2) 

F-Measure: The F-Measure is located in mid-precision and recalls an important focal 

point in the middle that aims to increase system reliability by accuracy and recall and 

determine which produces more efficient results, as shown in equation (3). 

F-Measure =
2∗𝑇𝑃      2∗𝑇𝑝 

2∗𝑇𝑝+𝐹𝑃+𝐹𝑁2∗𝐹𝑃+𝐹𝑁
  (3) 

Accuracy: The most commonly used metric for assessing the classification process's 

accuracy is accuracy, which is typically calculated as the proportion of correctly 

categorized examples to all examples. 

Accuracy =
𝑇𝑃+𝑇𝑁     

𝑇𝑝+𝐹𝑃+𝑇𝑁+𝐹𝑁
     (4) 

Where TP, TN, FP, and FN indicate to true positive class, true negative class, false 

positive, and false negative class, respectively. 

 

4 Experimental Results and Discussions 

The outcomes will be assessed using the measures. 1) Accuracy, 2) Recall, 3) F-measure, 

4) Precision, 5) Required Time for training the model of each classifier per seconds. The 

following are classifiers considered in this study. 1) KNN, 2) Random Forest, 3) Naïve 

Bayes, 4) Decision Tree.  

The following sub-sections presents the results of each scenario. 

4.1      First Scenario 

This scenario is built based on the split ratio oftraining-testing of 80%20%. The aim for 

this scenario is to evaluate the effect of training dataset size on the classification 

accuracy. Next, the results and the discussion for both original fc6 and original fc7 



 115                                                 Deep learning and statistical Operations Based …             

feature vector datasets separately. Then, the results for statistical operations: Median, 

highest, lowest, and joined of fc6 and fc7. 

4.1.1      Results of both original fc6 and original fc7 dataset. 

Table (1) shows that Random Forest (RF) has scored the highest accuracy results in 

bothVGG-19 and Alexnet for fc6 and fc7.  

In the dataset FC6, RF has scored accuracy of 83.4 in Vgg-19 and 84.2 in Alexnet. While 

in FC7: RF has scored accuracy of 82.2 in Vgg-19 and 83.6 in Alexnet. The second-best 

accuracy for fc6 is KNN that perform 81.4 in VGG-19 and 79.4 in Alexnet. While the 

second-best accuracy for fc7 is Naive Bayes that perform 79.4 in VGG-19 and 80.9 in 

Alexnet. This study matches with the study [30] for having high classification accuracy 

for (RF) using Vgg-19 and Alexnet. Their study conducted based on one scenario. The 

results show that Alexnet performs high accuracy and consumes less time that required 

for training the model compared to vgg-19 [31] 

In required time that needed for training the model, Decision Tree spend the longest time 

that required for training the model, while KNNs spend less time compared to other 

classifiers because KNN does not have a training model. It matches the test example 

directly with other examples in the training set. This explains why KNN is slow in testing 

when there are large number of examples in the training set. [32].  

4.1.2      Results of median feature vector (fc6⊕fc7) datasets 

Table (2) shows that Random Forest has scored the highest accuracy results in both 

VGG-19 and Alexnet for median features vector. RF has scored accuracy of 84.2 in 

VGG-19 and 83.2 in Alexnet. The second-best accuracy in VGG-19 is KNN that perform 

81.4 while the second-best accuracy in Alexnet is Decision Tree that performs 80.3. 

Decision Tree spend the longest time that required for training the model. This approves 

the results in section 1 of first scenario in high accuracy for RF classifier.  

4.1.3      Results of highest feature vector (fc6⊕fc7) datasets 

Table (2) shows that Random Forest has scored the highest accuracy results in both 

VGG-19 and Alexnet for highest features vectors. RF has scored accuracy of 81.5 in 

VGG-19 and 83.1 in Alexnet. The second-best accuracy in VGG-19 is KNN that 

performs 79.1 while the second-best accuracy in Alexnet is Naive Bayes that performs 

83.2. Decision Tree spends the longest time that required for training the model. The 

results of this section approves the results in above sections 1 and 2 of first scenario in 

high accuracy for RF classifier. 

4.1.4      Results of lowest feature vector (fc6⊕fc7) datasets 

Table (2) shows that Random Forest has scored the highest accuracy results in both 

VGG-19 and Alexnet for lowest features vectors. RF has scored accuracy of 82.9 in 

VGG-19 and83.6 in alexnet. The second-best accuracy in VGG-19 and Alexnet is KNN 

that perform 81.6 in VGG-19 and 79.5 in Alexnet. Decision Tree spends the longest time 

that required for training the model, while Naive Bayes spend less time. 

4.1.5      Results of joined features of fc6 and fc7. 

Table (3) shows that Random Forest has scored the highest accuracy results in both 

VGG-19 and Alexnet for joined features vectors. RF has scored accuracy of 82.6 in 

VGG-19 and 83.9 in Alexnet. The second-best accuracy in VGG-19 is KNN that perform 
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81.33 while the second-best accuracy in Alexnet is Naive Bayes that performs 81.1. 

Decision Tree spend the longest time that required for training the model. 

In Summary for the results in first scenario, all results of all datasets were slightly 

similar. This approves that the extracted features and the statistical operations have an 

influence on the classification accuracy. The results show that Alexnet performs high 

accuracy and consumes less time that required for training the model compared with vgg-

19 [31]. 

4.2      Second Scenario  

This Scenario is built based on the split ratio of training-testing of 70%30%. The aim for 

thisscenario is to evaluate the effect of training dataset size on the classification accuracy. 

Next, the results and the discussion for both original fc6 and original fc7 feature vector 

datasets separately. Then, the results for statistical operations: Median, highest, lowest, 

and Joined of fc6 and fc7. 

4.2.1      Results of both original fc6 and original fc7 dataset. 

Table 2 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for fc6 and fc7. 

For FC6, RF has scored accuracy of 84.32 in Vgg-19 and 84.2 in Alexnet. While for 

FC7: RF has scored accuracy of 83.9 in Vgg-19 and 83.6 in Alexnet. The second-best 

accuracy for fc6 is KNN that perform 81.4 in VGG-19 and 79.4 in Alexnet. While The 

second-best accuracy for fc7 is Naive Bayes that perform 79.4 in VGG-19 and 80.9 in 

Alexnet. This study matches with the study [Gairola et al., 2022b] for having high 

classification accuracy for (RF) using Vgg-19 and Alexnet. Their study conducted based 

on one scenario.    

In required time for training the model, Decision Tree spend the longest time that 

required to train the model, while KNNs spend less time that required to train the model 

compared with other classifiers because KNN does not have a training model. It matches 

the test example directly with other examples in the training set. This explains why KNN 

is slow in testing when there are large number of examples in the training set [32]. 

4.2.2      Results of median feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for median features vectors. RF has scored accuracy of 84.3 in VGG-19 

and 83.0 in Alexnet. The second-best accuracy in VGG-19 is KNN that perform 80.8 

while the second-best accuracy in Alexnet is Decision Tree that performs 81.7. Decision 

Tree spend the longest time that required for training the model. This approves the results 

in section 1 of first and second scenarios in high accuracy for RF classifier.  

4.2.3      Results of highest feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for Highest features vectors. RF has scored accuracy of 82.7 in VGG-19 

and 84.5 in Alexnet. The second-best accuracy is KNN for VGG-19 and Alexnet is that 

perform 79.7 and 81.5 respectively. Decision Tree spend the longest time that required 

for training the model. The results of this section approves the results in above sections 1 

and 2 of first and second scenarios in high accuracy for RF classifier. 
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4.2.4      Results of Lowest feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for Lowest features vectors. RF has scored accuracy of 83.1 in VGG-19 

and 83.5 in Alexnet. The second-best accuracy in VGG-19 and Alexnet is KNN that 

perform 79.9 in VGG-19 and 81.3 in Alexnet. Decision Tree spend the longest time that 

required for training the model, while Naive Bayes spend less time. 

4.2.5      Results of joined features of fc6 and fc7. 

Table 4 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for joined features vector. RF has scored accuracy of 83.1 in VGG-19 

and 83.9 in Alexnet. The second-best accuracy in VGG-19 and Alexnet is KNN that 

perform 80.7 and 81.1 respectively. Decision Tree spend the longest time that required 

for training the model. 

In Summary for the results in second scenario, all results of all datasets were slightly 

similar. This approves that the extracted features and the statistical operations have an 

influence on the classification accuracy. The results show that Alexnet performs high 

accuracy and consumes less time that required for training the model compared to vgg-19 

[31]. 

Table 2: Result of fc6 and fc7 feature vector 
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Table 3.Results of median, Highest, and Lowest feature vector (fc6⊕fc7) 
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Table 4: Results of Joined feature vector (fc6⊕fc7) 
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Table 5: Comparative Analysis of Related Studies 

 Method Dataset (name) Result 
[26]  CNN based on Random Forest. Skin Cancer: Malignant 

vs. Benign 

Accuracy is 85% 

[30] DL algorithms: (Alex-Net, Googlenet, 

Vgg16, Vgg19, ResNet18, ResNet50, 

ResNet101, DenseNet121 and 

DenseNet161.0)  

Classifiers: (Decision Tree, KNN, Logistic 

Regression, Naive Bayes, Random Forest, 

and SVM) 

kin Lesion Analysis: 

Towards Melanoma 

Detection 

 

 

 

 

The highest 

accuracy is for 

Alex-net using 

Random Forest 

(82.3%) 

[27] 

 

CNN (VGG-16) and Random forest  

ISIC 2020 Challenge 

Dataset 

Accuracy is 96% 

 

Proposed 

model 

Deep learning algorithms with CNN 

models (Alex-Net, and VGG-19)  

 

Classifiers (Decision Tree, KNN, Naive 

Bayes and Random Forest. 

[33] The Highest 

Accuracy is for 

Joined, Median, 

and (fc6+fc7) 

datasets in 

Alexnet 

Using Random 

Forest (85.5%) 

4.3      Third Scenario  

This Scenario is built based on the split ratio of training-testing of 50%50%. The aim for 

this scenario is to evaluate the effect of training dataset size on the classification 

accuracy. Next, the results and the discussion for both original fc6 and original fc7 

feature vector datasets separately. Then, the results for statistical operations: Median, 

highest, lowest, and Joined of fc6 and fc7. 

4.3.1      Results of both original fc6 and original fc7 datasets. 

Table 2 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for fc6 and fc7. 
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 For FC6, RF has scored accuracy of 84.2 in Vgg-19 and 85.6 in Alexnet. While for FC7: 

it has scored accuracy of 84.1 in Vgg-19 and 85.3 in Alexnet. The second-best accuracy 

for fc6 is KNN that perform 81.8 in VGG-19 and 83.9 in Alexnet. While The second-best 

accuracy for fc7 is KNN that perform 80.8 in VGG-19 and 82.6 in Alexnet.  

In the required time that needed for training the model, Decision Tree spend the longest 

time that required for training the model, while KNNs spend less time compared to other 

classifiers because KNN does not have a training model. It matches the test example 

directly with other examples in the training set. This explains why KNN is slow in testing 

when there are large number of examples in the training set [32]. This study matches 

with the study [30] for having high classification accuracy for (RF) using Vgg-19 and 

Alexnet. Their study conducted based on one scenario.    

4.3.2      Results of median feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for median features vectors. RF has scored accuracy of 84.3 in VGG-19 

and 85.6 in alexnet. The second-best accuracy in VGG-19 and alexnet is KNN that 

perform 81.4 and 84.6 respectively. Decision Tree spend the longest time that required 

for training the model and KNN is the shortest time. This approves the results in section 

1 of third scenario in high accuracy for RF classifier. 

4.3.3      Results of highest feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for Highest features vectors. RF has scored accuracy of 83.6 in VGG-19 

and85.5 in Alexnet. The second-best accuracy is KNN for VGG-19 and Alexnet is that 

perform 80.6 and 83.2 respectively. Decision Tree spend the longest time that required 

for training the model. The results of this section approves the results in above sections 1 

and 2 of third scenario in high accuracy for RF classifier. 

4.3.4      Results of Lowest feature vector (fc6⊕fc7) datasets 

Table 3 shows that Random Forest has scored the highest accuracy results in both VGG-

19 and Alexnet for Lowest features vectors. RF has scored accuracy of 83.8 in VGG-19 

and 85.2 in Alexnet. The second-best accuracy in VGG-19 and Alexnet is KNN that 

perform 81.3 in VGG-19 and 84.0 in Alexnet. Decision Tree spend the longest time that 

required for training the model, while KNN spend less time. 

4.3.5      Results of joined features of fc6 and fc7. 

Table (3) shows that Random Forest has scored the highest accuracy results in both 

VGG-19 and Alexnet for joined features vectors. It has scored accuracy of 83.7 in VGG-

19 and 85.6 in Alexnet. The second-best accuracy in VGG-19 and Alexnet is KNN that 

perform 81.6 and 83.8 respectively. Decision Tree spend the longest time that required 

for training the model. 

In Summary for the results in third scenario, all results of all datasets were slightly 

similar. This approves that the extracted features and the statistical operations have an 

influence on the classification accuracy. The results show that Alexnet performs high 

accuracy and consumes less required time for training the model compared to vgg-19 

[31]. 

The Results in the three scenarios were slightly similar this approves that the study can 

provide high accuracy even the size of the training dataset was minimal. 
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As comparison between the results of the proposed approach with three similar 

approaches for skin cancer detection is illustrated in Table 5. 

It has approved that the output of this proposal that can be considered one of the 

interesting study compared to the previous researches, for several reasons:  

1. Some of previous studies were achieved on small dataset skin cancer detection 

compared to this proposed model. 

2. Number of previous studies were achieved on large training dataset size in their 

skin cancer studies compared to this stud. This study is conducted on different 

scenarios of training datasetssizes. Few number of images usually leads to low 

accuracy compared to the large examples, but in constant it was not in this 

proposed model.  

3. The three scenarios used in this study have proved that the system can achieve 

high classification accuracy even the dataset sizes is small. 

6      Conclusion  

The purpose of this study is to investigate how deep learning models may be used to 

classify skin cancer images if they are benign or malignant. The features were extracted 

using: VGG-19 and Alexnet. These features (fc6 and fc7) were used to generate 

statistical operations (e.g. highest, lowest, joined, etc). Then, all features and the 

generated ones were classified based on ML algorithms. The experimental study consists 

of 36 experiments: 2 pre-trained approaches (Vgg-19 and Alexnet) * 6 datasets * 3 

scenarios datasets. The evaluation was made based on the results of the classification 

accuracy.  

Based on the investigation that illustrated in Tables above (from table 1 to 3); it is 

important to make the following claims, Random Forest (85.6) is the optimal classifier 

for deep features extraction of skin cancer detection across all datasets in all scenarios – 

No matter the size of the datasets. While Decision Tree has almost scored less accuracy. 

In addition, KNN required less time that required for training the model compared to 

other algorithms. This can be explained by the fact that KNN does not involve training a 

model; the test instance is directly matched with the training instances, which accounts 

for the reduced testing time. Also, KNN (84.5) is estimated as the second-best of 

classifiers after Random Forest in the most Scenarios, this for all operations i.e. (FC-

layer-6, FC-layer-7, Median, Highest, Lowest, and Joined). In general, there were no 

distinct results based on features between Layer 6 and Layer 7 (see Table (1)), or any 

other dataset generated from them. Deep learning (VGG-19 and Alexnet) provides 

features that can enhance detection systems such as the skin cancer detection system. The 

order of machine learning algorithms affects accuracy from highest to lowest, as follows: 

Random Forest was first, followed by KNN, then Decision Tree, and finally Naïve 

Bayes. 

The results of all datasets were slightly similar. This approves that the extracted features 

and the statistical operations have an influence on the classification accuracy. The results 

show that Alexnet performs high accuracy and consumes less time that required for 

training the model- compared to Vgg-19. 

Future work will address several issues, the most important of which are: 

• Attempt actually to get better accuracy results and then also try to train it 

faster. 
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• Trying to improve the collected database by obtaining clearer and less noise 

images in addition to increasing the number of images. 

• Higher number of Deep Learning Networks will be investigated such as 

NasNet-Mobile ( S. Addagarla et al. 2020),  GoogleNet(Szegedy et al. 2014), 

etc. 

• Focus on the techniques of Dimensionality of the deep features reduction such 

as PCA, DCT, wavelet transform, etc.  
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