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Abstract 

The Internet of Things (IoT) technology facilitates real-time data collection 
through sensors, enhancing disease detection and management accuracy and crop 
efficiency. Pest infestations in cotton crops adversely impact its production and 
ultimately affect the nation's economy which depends on agriculture. Previous 
research has primarily focused on detecting cotton leaf diseases through imagery, 
while this study addresses both cotton leaf and its boll diseases. An existing dataset 
of cotton leaf images was customized by incorporating classes of cotton boll 
images, resulting in a comprehensive dataset of 7289 images categorized into eight 
distinct classes, including healthy and diseased leaves and bolls. Deep learning 
models, including VGG16, InceptionV3, and a tailored model, were applied to 
evaluate the accuracy of disease identification and the detection of infection levels. 
The tailored model demonstrated performance comparable to pre-trained models, 
achieving high accuracy in classification tasks. The IoT-integrated, perception-
based decision system proposed in this study enables early detection of diseases 
and supports the implementation of preventive measures, contributing to improved 
crop yields and mitigating the economic losses caused by pest infestations and 
diseases. 

          Keywords: Convolutional neural network (CNN), Cotton Dataset, Cotton disease, Crop 

Disease identification, Deep learning, Internet of Things (IoT), Perception-based decision Making. 
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1   Introduction 

With the growing global population, the demand for precision agriculture, both in 

terms of product quality and quantity, is also increasing. Technology plays a crucial role 

in addressing current agricultural demands, including crop monitoring, pest management, 

remote field monitoring, and food productivity. The cotton crop holds importance for 

producing thread and fiber, meeting clothing needs. Cotton supports textile industry 

growth, contributing to national revenue. Plant protection is critical in cotton production, 

alongside other factors [1]. Similarly, crop diseases and harmful pests pose risks to 

reducing product quality and quantity [2]. Specifically, identifying diseases and detecting 

crop pests are vital tasks for improving yield and production quality, with early disease 

detection enhancing crop quality [3]. 

The traditional method of detecting and identifying cotton diseases is challenging, 

human-dependent, and requires significant experience and expertise. As a result, it does 

not always provide farmers with an accurate assessment of their crops. Technologies such 

as remote sensing and artificial intelligence improve the reliability of disease diagnosis. 

Machine learning, deep learning algorithms, and computer vision [4] techniques efficiently 

identify crop pests and their diseases. A computerized system for identifying crop pests or 

diseases can achieve high accuracy [5, 6]. Incorporating IoT devices allows these systems 

to collect continuous data, improving the accuracy and timeliness of disease detection, 

preventing further spread, and enabling automated drone-based spraying. 

The integration of IoT (Internet of Things) in agriculture, particularly in cotton 

farming, has transformed crop management and monitoring. IoT devices such as soil 

sensors, weather stations, and drone-based imaging systems provide real-time data on crop 

health, soil moisture levels, and environmental conditions, enabling precise and timely 

interventions to enhance crop yield and quality. Early diagnosis of diseases is critical to 

preventing their spread, as timely identification of plants' local seasonal viruses ensures 

effective crop management and a good harvest [7]. Research has shown that automatic 

disease identification systems, such as Deep Learning [8], save time and money while 

offering more reliable diagnoses.IoT-enabled cameras and sensors can supply live data to 

CNN models, making the identification process more dynamic and responsive. 

Additionally, an IoT-based alert system, combined with drone-based monitoring and 

spraying, allows farmers to monitor their crops closely and prevent damage from pests and 

diseases. 

Convolutional Neural Networks (CNNs) [9, 10] are widely used for identifying 

plant diseases and agricultural pests. In CNNs, input images pass through convolutional 

layers for feature extraction, followed by pooling layers to reduce spatial dimensions, and 

fully connected layers to process feature vectors. The model outputs the probability of leaf 

health or condition, learning through training on labeled images of healthy and diseased 

plants. This study focuses on testing CNNs for efficient identification of Cotton Plant Leaf 

and Bolls diseases. Fig. 1. Illustrates the severity levels of Boll Rot and various Leaves 

diseases. The reason for incorporating these levels is that when a farmer identifies disease 

symptoms at an initial stage, they can take prompt action to minimize crop loss and mark 

and isolate it for treatment. Proposed system incorporates IoT sensors that can immediately 

alert farmers when symptoms are detected, enabling early intervention. By integrating IoT 

technology, it enhance the system's ability to deliver real-time monitoring and prompt 
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alerts, significantly improving disease management and crop protection in precision 

agriculture. 

Fig. 1. Cotton bolls and Leaves exhibiting symptoms at various stages of decay are depicted as a) 

Initial stage b) Intermediate stage and c) Final stage of Disease. 

In conclusion, following the introduction, the paper is structured as follows: the 

second section provides an overview of the background and related work on applying 

machine learning to plant diseases. The third section details the methodology, including 

raw data collection, results, and comparisons with other studies, as well as pre-trained 

models. The final section presents the research findings and discusses future directions. 

2 Background with related work 

Examining the background of this work reveals that many researchers have already 

explored this area. In this segment of the research, a comparative review of the work of 

selected researchers has been conducted, presented in table 1. A thorough analysis of these 

works has been done to understand the technologies utilized in this field and determine 

how to advance further.  

2.1. Cotton Disease Monitoring Using Deep Learning 

Deep learning is a rapidly emerging technology in the industry and a highly 

specialized branch of machine learning that has gained significant popularity in recent 

years in various fields such as crowd management [12, 13] and healthcare [14, 15]. Among 

the many features of this technology, its noteworthy ability is to handle a vast amount of 

data, whether that data is in text format or in the form of audio or videos. As a result, it has 

found wide applications in various domains, particularly in agriculture and plant sciences, 

where the diagnosis of diseases and pests relies on image analysis [2, 7 and 8]. Among the 

many features of deep learning, a particularly unique aspect is its ability to extract desired 

features from any image based on specific requirements. It employs an automatic method 

to extract features from images, utilizing a sophisticated and intricate model. This intricate 

model ensures the rapid and efficient acquisition of desired properties. Unlike conventional 

methods, deep learning enables us to obtain highly accurate data without errors. In the 

present research, the aim is to build a convolutional neural network that will provide 

information about cotton pests and their diseases to farmers, as illustrated in Fig.2, to 

achieve accurate disease identification and pest detection results. 
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Fig. 2. Proposed Conceptual CNN Architecture for Disease Detection. 

2.2 IoT based Pests / Disease Prediction and Control system 

A review of the existing literature, as summarized in Table 1, shows that significant 

progress has been made in pest monitoring and disease detection using AI and IoT. While 
several systems have been proposed for various crops, most lack comprehensive solutions 
to prevent pest and disease damage. Only a few offer full solutions, but even those have 
limitations. In [75], IoT and machine learning are used to identify insects, with an 
ultrasonic generator to repel pests, but this system focuses solely on pests. Another AI-
based system in [76] provides alerts but lacks preventive solutions. Recent research [77] 
proposed an IoT-based crop disease prediction system, but it is limited to weather data and 
offers no preventive measures. Additionally, it is generalized and not specific to any pest 
or disease, relying on monitoring traps for predictions. 

2.3. GAP Analysis 

Table 1 focuses on the detection of Pests or Diseases by the utilization of AI tools and 
methods. This table presents relevant and contemporary research studies closely related to 
our current study. Upon reviewing these investigations, it is observed that some of them 
[24-33] address multiple crop pests and diseases simultaneously. Noteworthy studies 
include research on pests and diseases in crops such as Tomato [10], Palm and Coconut 
[9], Tea Plants [34], Millet and Rice [35-38], and Sugarcane [39]. However, these studies 
are limited in that they do not offer preventive measures. Review papers [36, 40] provide 
a detailed analysis of machine learning techniques used for detecting plant and foliar 
diseases across various crops, but these too are restricted to disease detection. Additionally, 
studies on cotton crop pests and related diseases, such as [29, 41, and 43], align with our 
research but are similarly limited to detection and identification only. 

Among these investigations, certain studies have put forth comprehensive 
frameworks, whereas others have solely employed artificial intelligence tools to detect the 
presence of pests or diseases using provided datasets. Upon reviewing the existing research 
on cotton, it has been observed that [41] focus on ontology-based methods, [28] develop a 
disease database and knowledge base, [42] utilize weather variations for pest detection 
establish a database based on cotton disease symptoms, leading to the design of a web-
based expert system. In these three conference papers [43-45], detection systems for 
various cotton diseases have been proposed. One paper utilizes climatic parameters, while 
the other two employ image processing techniques.  

In contrast, our work markedly distinguishes itself from all other studies conducted 
within this field. Except for two studies [46-47] none of the other reviewed studies have 
delved into cotton Pests or Cotton bollworm disease datasets. The present study acquired 
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a dataset encompassing six distinct classes of cotton diseases from the widely 
acknowledged dataset platform, namely Kaggle. Additionally, two classes were developed 
in-house and seamlessly integrated into the Kaggle-procured dataset.  

Furthermore, a prominent facet of our research resides in the utilization of a dataset 
that encompasses three distinct image categories. Within the first image category, select 
classes representing cotton pests have been encompassed. The second category comprises 
images pertinent to foliar diseases, while the third image category encompasses unique 
images of affected cotton bolls, a facet hitherto unexplored by previous researchers. Our 
dataset stands out due to its incorporation of these three distinct image categories, each 
underscoring a unique facet of cotton-related issues. Another distinctive aspect of our 
research lies in our endeavor to detect diseases affecting cotton bolls, a novel approach that 
has not been undertaken previously. The rationale behind this lies in the fact that cotton 
boll diseases wield the potential to decimate the entire cotton yield. A unique aspect of our 
research is its comprehensive approach to providing a complete solution. First, pests and 
diseases in the field are detected using machine learning algorithms. Then, based on the 
identified pests or diseases, preventive measures are offered, which may include pesticide 
spraying, farmer intervention, or the removal of infected plants and cotton bolls. The 
severity level of the disease determines the appropriate preventive action, as outlined in 
Figure 6 of the methodology.   

A comprehensive comparison was conducted between the proposed perception-based 

system and existing trained models, yielding valid results. Generating and training the 

model with the dataset represented a distinct task, demonstrating higher accuracy 

compared to other tasks. The identification of plant or foliar diseases in a dynamic 

environment poses considerable challenges, primarily due to complex backgrounds. 

However, utilizing Deep Learning technology for disease identification proves to be a 

reliable approach. In the present era, machine-learning algorithms are extensively 

employed for disease identification, as demonstrated in this section and referenced in [46-

56]. A concise overview of these studies is presented in Table 1, providing a summary of 

the key findings and methodologies utilized in disease identification using machine-

learning algorithms as well as their proposed solutions. Some of these studies have 

employed cross-validation techniques. Surprisingly, these researchers assert their research 

to be comprehensive. However, it is observed that unless results undergo cross-validation, 

research is not deemed comprehensive.  

In the literature survey, crop disease diagnosis with the help of Artificial Intelligence 

and Deep Learning tools was also reviewed. Apart from cotton, many diseases are being 

diagnosed successfully, but there is no mention of the severity of the diseases anywhere, 

and regarding the diseases of cotton, there is no mention of cotton boll diseases. Hence, 

both of these aspects were included to increase the uniqueness of this work. What sets this 

work apart is its specific focus on leaf diseases in cotton crops. A unified technique was 

successfully employed to identify both cotton boll diseases and cotton pests, which has not 

been accomplished simultaneously in previous studies. Similarly, a complete and 

comprehensive model for protecting crops from diseases and pests was proposed, which is 

rarely found in previous studies and current literature. Additionally, an algorithm for drone 

movement was developed based on various scenarios. 

To address these gaps, the objective is to develop a complete, integrated system. As 

depicted in Fig. 3, the system will offer a full solution based on an 8-class dataset, 

providing comprehensive recommendations for each class. If the number of classes is 

expanded or applied to other crops, the system will adapt to offer relevant solutions. 
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Fig. 3. Overview of the IoT-based automated system for prevention and control for cotton crop 

diseases and insect pests. 

 

Comparison section with similar studies tabulated in Table 1 and Table 4, 

researchers have commonly employed CNNs to detect various crop diseases. However, in 

this study is has used for cotton pests, leaf diseases, and Cotton boll diseases. After 

reviewing the literature, it is concluded that while researchers in this field, particularly 

through the use of machine learning, have raised awareness about the presence of diseases, 

they have not proposed a comprehensive system. There is still a need for an integrated 

solution that covers all stages, from pest monitoring and disease detection to the eradication 

of infected plants, as well as continuous monitoring through IoT-based devices. Such an 

automated system should also include automated preventive measures and provide 

recommendations to guide farmers.   

In this research, the focus is on creating a customized dataset encompassing all 

three, enabling multifaceted analysis from a single source. The custom dataset expands the 

scope of the study, as the prior dataset contained fewer classes. By incorporating additional 

classes, the breadth of the work is enhanced. Augmenting the dataset through techniques 

like augmentation aims to bolster accuracy and improve the overall quality of the research. 

Notably, prior research has not addressed cotton boll diseases, and CNNs have not been 

utilized for this purpose. Cotton crop leaves and cotton bolls exhibit limited symptoms, 

and the dynamic environment makes disease identification challenging; seasonal variation 

is considered alongside visible symptoms [11]. A partial dataset was also generated, 

contributing to this work. The study categorizes identified diseases based on their severity 

levels, dividing leaf and cotton boll diseases into three distinct stages: initial, intermediate, 

and final. 

The disease detection process is completed by proposing a perception-based 

intelligent decision system that not only identifies diseases but also includes an alert 

mechanism to notify farmers of suspicious pest activity and disease identification, enabling 

timely preventive measures. These measures may involve spraying pesticides or removing 

infected plants and cotton bolls. Additionally, the system employs drones to spray 

treatments on affected areas, ensuring the timely eradication of diseased plants. 

The diseases of focus in this study include Bacterial Blight, Powdery Mildew, 

Target Spot, and Cotton Boll Rot. Additionally, the study aims to detect the presence of 

Armyworms and Aphids on cotton leaves and plants. Fig. 4 visually depicts both Aphids 

and Armyworms, which the intelligent system is designed to identify, as well as leaves 
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affected by the aforementioned diseases. One key aspect of this study is its ability to 

provide highly accurate predictions despite working with a relatively small dataset. 

 

Fig. 4. Cotton disease images a) Aphid b) Armyworm c) Bacterial Blight d) Powdery 
Mildew f) Target Spot g) Boll Rot 

 

Table 1. Pest-Disease Detection Techniques through AI Methods. 

References: 

Year 

Tests (F: 

Field, L: 

Labs) 

Crop 
Pests / 

Disease 

Proposed 

Systems 

AI / ML 

Technologies 

Cross 

Validation 

System 

Scope 
Accuracy 

Wang, B et 

al. 

L 

2021 

Palm / 

Coconut 

Red Palm 

Weevil 

(RPW) 

Distributed 

Acoustic 

System 

(DAS) with 

Fiber Optic 

Cabling 

Convolutional 

Neural 

Network 

(CNN),  

AI-based 

Neural 

Network 

(ANN) 

 

Not 

available 

Detection 

 

99.9% 

ANN 

99.7% 

CNN 

Bhanu, K.N.  

L, F 

2021 

Multiple Animals 

Animal 

Intrusion 

Detection 

System 

Support Vector 

Machine 

(SVM) 

Convolutional 

Neural 

Network 

(CNN) 

 

Not 

available 
Detection  

 

Irrigation 

90%  

using 

SVM 

IDS 93% 

CNN 

Agarwal M.  

L 

2015 

Tomato 

Bacterial Pith 

Nacrosis, Early 

Bligh, Target 

Spot, White 

Trail 

Weed and 

Pest 

Detection 

System 

Machine 

Vision, Image 

Processing,  

Euclidean 

Distance 

 

Not 

available 
Detection 

 

92% 

Overall. 

Faria F.A et 

al.  

F 

2014 

Multiple 
Fruit Flies 

Anastrepha 

Automatic 

Identification 

System 

Machine 

Learning, 

Multimodal 

Fusion 

5-Fold 

Validation 
Identification 98% 

Silva, D.F 

L, F 

2015 

Flying 

Insect 

Species 

Species of 

Mosquitoes. 

Aedes Aeygipti, 

Anopheles 

gambiae, Culex 

quinquefasciatus 

Novel 

Sensor and 

Tool to 

Control 

Disease 

Vector 

kNN, SVM, 

Random Forest 

(RF) 

 

2-Fold 

Validation 
Pests and 

Disease 

detection 

90% 

 

Liu, Z.  

F 

2022 

Tea Plant 

(Camellia 

sinensis) 

Blister Blight 

(Exobasidium 

vexans) for Tea 

Plant 

Prediction 

Model for 

Disease 

Multiple 

Linear 

Regression 

(MLR) Model 

with Python 

 

Not 

Available 
Disease 

detection 
91% 

Titya M.D  

L, F 

2017 

Cotton 
Multiple Pests 

and Diseases 

Ontology-

based 

Prediction 

Model 

Ontology, 

Semantic Web, 

Expert System 

 

Not 

Available 

Pests and 

Disease 

detection 

NA 
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Sharma, R.P  

F 

2023 

Millet  

Rice 

Pink and Millet 

Stem Borers, 

Gundhi, Chinch, 

and Green Bugs 

Complete 

Pest 

Monitoring 

System 

Fuzzy 

Inference 

System (FIS) 

 

 

Not 

Available 

Proactive 

measurement 

system 

98.21% 

H. Li et al.  

L 

2011 

Cotton Multiple 

Web-Based 

Intelligent 

Diagnostic 

System 

Neural 

Network, Web 

Technologies 

 

 

Not 

Available 

Diagnostic 

System 
89.5% 

Xiao et al. 

L 

2018 

Cotton 
Multiple Pests 

and Diseases 

Diagnostic 

System 

Proposed for 

Disease and 

Pests 

Recurrent 

Neural 

Network 

(RNN) 

Long Short-

Term Memory 

(LSTM) 

Architecture, 

 

 

Not 

Available 
Detection / 

Diagnostic 

System 

96% 

91% 

86% 

Saleem R.M  

F 

2021 

Cotton  

Wheat 

White Flies 

(Bemisia tabaci) 

Insect Pest 

Prediction 

System 

(IPPS) 

Neural 

Network 

Radial Basis 

Function 

Network 

(RBFN) 

 

Not 

available 
Pests 

Prediction 

System 

82.88% 

Nadeem R. 

M et al.  

F 

2021 

Sugarcane Stem Borer 

Stem Borer 

Attack 

Prediction 

System 

Machine 

Learning / 

Naïve Bays 

 

Not 

Available. 

Prediction 

System 
91% 

Sharma, R.P 

et al. 

F 2021 

Rice and 

Sugarcane 

Pink and Millet 

Stem Borers, 

Gall Midge, 

Brown Plant 

Hoper 

Gundhi, Chinch 

Inference 

System 

Fuzzy Logic, 

Genetic 

Algorithms 

Not 

Available. 

Prediction 

System 
NA. 

Shital B et al. 

L 

2014 

Multiple Multiple 

Identifying 

Method of 

Plant 

Disease 

Image 

Processing, 

Color 

Histogram, 

CANNY Edge 

Detection 

Not 

Available. 

Identification 

System 
NA 

Dong, Y. et 

al. 

L, F 

2020 

Cotton 
Multiple 

Disease 

Cotton 

Disease 

Detection 

System 

(CDDS) 

Fuzzy Logic, 

Case-Based 

Reasoning 

(CBR) 

Not 

Available. 

Detection 

System 

Above 

90% 

Pooja, V 

L, F 

2021 

Multiple 

Phytophthora 

and Other 

Insects 

Review of 

Systems 

Multiple 

Technologies 

Not 

Available. 

Early Stage 

Detection 
NA 

Ramalingam 

et al. 

F 

2020 

Multiple 

Flying and 

Crawling 

Insects 

Deep 

Learning-

based IoT 

Framework 

IoT, Faster 

Region-based 

Neural 

Network 

(RCNN), Deep 

Learning 

10-Fold 

Cross 

Validation 

Trap 

Monitoring 

System 

94% 

Gawande, A. 

R. 

L, F 

2020 

Multiple Multiple 

IoT-based 

Monitoring 

System 

Random Forest 

(RF) along 

with Support 

Vector 

Machine 

(SVM) 

 

Not 

available. 

Detection 

System 
NA 

Chen W. L  

L, F 

2020 

Rice 
Rice Blast 

Disease 

Rice-Talk- 

An IoT-

based 

Framework 

AI, Machine 

Learning, 

Image 

Processing 

Not 

available. 

Detection 

and 

Identification 

system 

89.4% 

Khattab et al. 

L, F 

2019 

Multiple 
Epidemic 

Disease 

IoT-based 

Monitoring 

System 

Expert System, 

Prediction 

Algorithm, 

 

Not 

available. 

Detection 

System 
NA 
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A. Thorat et 

al. 

L 

2017 

Multiple 

Powdery 

Mildew, Black 

Spot, Leaf Spot, 

Botrytis Disease 

Web 

Application 

for Disease 

Detection 

K-Means 

Clustering, 

Image 

Processing, 

 

Not 

Available. 

Detection 

System 
99% 

Parikh et al.  

L 

2016 

Cotton Grey Mildew 

Detection 

System with 

Algorithm 

Image 

Processing 

Technique 

 

Not 

Available. 

Detection 

System 
82% 

Chopda J. et 

al. 

L 

2018 

Cotton 
Multiple 

Disease 

Temperature, 

Soil 

moisture-

based 

Android 

Application 

for Diseases. 

Decision Tree 

Classifier-

based 

Predictions. 

Not 

Available.  

Disease 

Detection 

System 

NA 

S. Phadikar 

et al. 

2012  

India Rice / Millet 

Fermi 

Energy 

Based region 

extraction 

method 

Rule base 

Genetic 

Algorithm 

applied 

10-Fold 

Cross 

Validation 

Detection 

and 

Identification 

System 

90% 

Memon, 

M.S. et al. 

F 

2022 

Cotton 

Target Spot, 

Leaf Spot, 

Nutrient 

Deficiency, 

Powdery 

Mildew, and 

Verticillium 

Wilt 

Meta Deep 

learning 

strategy. 

CNN 

Detection 

Model 

Proposed 

Not 

Available. 

Disease 

Detection 

System 

98% 

Varun S. et 

al.  

F, L 

2021 

Cotton 

Bacterial Blight, 

Target Spot, and 

Cercospora 

Image 

Processing 

by using 

CNN. 

CNN-based 

detection 

Model 

Proposed 

Not 

Available. 

Detection 

System 
96% 

Sharvari V. 

Patil et al. 

F, L 

2022 

Cotton 

Sucking and 

Chewing pest 

Disease, 

Bacterial Blight, 

and Curl Virus 

Image 

Processing-

based CNN 

CNN Model 
Not 

Available. 

Disease 

Detection 

System 

90% 

 

G. Harshitha 

et al. 

F 

2021 

Cotton 

Gray Mildew, 

Bacterial Blight, 

Alternaria, Leaf 

spot, and 

deficiency of 

Magnesium 

CNN  

(ResNet, 

LSTM) 

LSTM Model 
Not 

Available.  

Disease 

Detection 

System 

97% 

Rajasekar V. 

et al. 

2021 

Cotton 
Cotton Plant 

Diseases 
CNN (ResNet-50) 

Not 

Available. 

Detection 

System 
95% 

3. Materials and Methods 

According to a recent literature survey, IoT and Artificial Intelligence experts are 
designing tools and applications for agricultural fields so that our Entomologists and 
Agronomists can benefit from their usefulness. Below are some recent researches in which 
computer experts have done very useful work with the help of technology in agricultural 
fields as well. Nowadays, all around the globe, efforts are underway to enhance agriculture 
through the utilization of IoT, Artificial Intelligence or Machine Learning technologies that 
are helping to meet the growing food needs.  

1. Convolutional Neural Network 

In recent days, several machine learning algorithms have been employed by 
researchers to learn about crop pests and related diseases and to develop preventive 
measures. Examples include Support Vector Machine [16] while k-nearest Neighbor (k-
NN) [17], Random Forest [18] and Convolutional Neural Network (CNN) [19]. While 
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these algorithms faced challenges in recognizing the presence of a face in an image, CNN 
has exhibited exceptional performance, setting it apart from other algorithms. CNN excels 
in processing all the pertinent features for disease detection within each layer, as depicted 
in Fig. 5. The architecture of CNN is specifically designed for complex image recognition 
tasks, rendering it highly efficient and reliable. Given the diverse symptoms associated 
with different crop diseases, CNN enables the extraction of relevant symptoms through 
layered processing. It comprises multiple convolutional layers, each consisting of image 
filters that convolve with images or feature maps, alongside other accompanying layers 
[20, 21, and 22] 

.   

 
 Fig. 5. General CNN Scheme for disease detection 

3.2. Transfer Learning in Deep Learning  

Transfer learning [23] is also a unique way of working that is used in a few fields other 

than machine learning. In this, if a model is created for a particular task, it can be used to 

initialize another task. This concept is widely employed in deep learning, where pre-trained 

models are leveraged to tackle new issues and tasks, such as natural language processing, 

image analysis, and computer vision. By adopting transfer learning, the need to build 

models from scratch, which requires significant computational resources and time, is 

avoided. Fig. 6 illustrates the specific transfer learning approach employed in the model. 

In this research, the objective is to enhance the optimization of the proposed model by 

integrating pre-trained CNN models. A thorough analysis and comparison of the outcomes 

achieved by these pre-trained models with the results of the proposed model are conducted. 

This comparative analysis allows an assessment of how transfer learning enhances the 

model's capabilities in terms of effectiveness and performance. Table 1 provides detailed 

information on the features and working methods of these technologies. While some 

models focus on identifying specific diseases or insects using particular images, this 

approach employs a dataset that facilitates the identification of multiple diseases. To 

expand disease identification further, two additional classes have been introduced in the 

dataset, with plans to incorporate more classes in future iterations. 

 

One limitation of dataset acquisition is the inability to gather data from numerous 

locations simultaneously; as a result, data must be collected from specific locations. 

Despite this, the dataset remains non-specific to any single area. It was obtained from a 

dataset repository representing a part of the subcontinent and supplemented with local data, 

including two additional classes. Consequently, the dataset is less generalized, 
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encompassing data from various regions. Furthermore, future work will focus on making 

the dataset more generalized 

. 

 

Fig. 6. The Architecture of our Transfer Learning Model 

4. Proposed Cotton Disease Identification Methodology  

Among all deep learning models, the Convolutional Neural Network (CNN) has a 

unique advantage in that it is capable of performing tasks that other models cannot. For 

example, it can extract the features of any image using convolutional layers, which other 

models cannot extract. This model consists of three primary and fundamental layers. 

Among these three layers, the Convolutional Layer, which is considered the first layer, 

works to take images as input. While the second layer is called pooling and the last layer 

is known as the fully connected layer. The convolutional layer also includes five additional 

layers. Operating within a grid-like topology, CNN represents a specific class of Artificial 

Neural Network (ANN), with the Convolutional Layer assuming a crucial role in 

performing vital computations.  

 

Fig. 7. Workflow of Proposed Model for Cotton Pest/Disease Prediction. 
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In the scope of this study, cotton diseases are identified by training the raw dataset images 

using the convolutional process. The proposed methodology of the research is illustrated 

in Fig. 7, covering all stages from dataset acquisition to disease prediction, identification, 

alarm notifications, and the provision of preventive measures. By utilizing this 

comprehensive approach, accurate disease identification within the dataset is aimed for. 

Based on the severity of the disease and the level of pest infestation, the intelligent system 

provides farmers with recommendations on the appropriate actions to take. 

4.1. Dataset  

A different type of dataset is used in which some work has already been done, and 

some datasets have been created independently. A cotton disease dataset, with a total of 

six classes, was obtained from Kaggle [57]. The existing dataset was modified, adding two 

classes named Cotton Ball Rot and Green Cotton Balls. Pictures were obtained from 

various sources, including fields in Sindh province with the help of IoT-based sensors and 

cameras, as well as from pesticide companies. In the second step, some images were 

enhanced and named accordingly. These two classes were added to the Kaggle [57] dataset 

to allow for more disease classification (see Fig. 8). The custom dataset comprised a total 

of 7289 images, with 90% designated for training and the remaining 10% for testing and 

validation. Notably, when forming the dataset, images representing various disease 

severity levels within the classes were included. This addition aims to enhance the system's 

ability to predict the severity of diseases. While certain diseases are easily detectable due 

to their pronounced characteristics, others may pose challenges for the system due to their 

milder nature. The dataset is currently limited in its generalizability, and further refinement 

is needed to enhance its broader applicability. This refinement is a part of future plans and 

intentions. 

Fig. 8. Dataset Classes a) Aphids b) Armyworm c) Bacterial Bligh d) Healthy e) Powdery 

Mildew f) Target Spot g) Boll Rot h) Green Cotton Boll 
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4.2 Data Collection Methodology 

Various methods can be employed to collect data, including the use of IoT devices 

such as sensors and cameras in the field, as illustrated in Fig. 9. These devices can capture 

images of cotton crop leaves and flowers at different times of the day. This method allows 

for gathering a vast number of images from various harvest periods within a few days. 

Another approach involves manually taking pictures during different harvest periods with 

cameras, although this method is labor-intensive and time-consuming. Alternatively, 

drones can be deployed to capture images of the crops at different times, though this 

method might not achieve the same level of accuracy. By utilizing these methods, an 

extensive dataset can be created to fulfill data requirements. Additionally, this system can 

be adapted to various types of fields to collect data efficiently. 

 
Fig 9. Data Collection Methodology for Cotton dataset. 

4.3. Data Processing  

Image pre-processing is a technique aimed at improving an image by suppressing 

distortion, enhancing its features for further critical tasks. An array of these filtered images 

is created to apply deep learning techniques, such as CNN, k-NN, etc. The specific 

technique used on this data depends on the results provided by each method. The most 

appropriate technique, delivering the best results, will be employed. 

4.4. Augmentation  

In the third step, augmentation techniques were implemented on the dataset, as the 

number of images was considered small. The number of images for the newly added classes 

was kept in line with the existing classes. It is known that a small number of images for 

model training can lead to overfitting. To address this, the dropout function was also used 

to further optimize the data for prediction by removing some nodes using the dropout filter. 

The dataset, initially containing about 2508 images across eight classes, was expanded to 

7289 images after applying the augmentation technique. 

4.5. Feature Extraction 

 The symptoms and characteristics of crop diseases are crucial factors in disease 
diagnosis. Unique features emerge in the leaves and fruits of plants when a disease is 
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present, allowing us to identify the specific disease. Similarly, the presence of agricultural 
insects in crops can be determined by observing the distinct features of these insects. 
Machine vision and convolutional neural network techniques utilize these distinctive 
features to diagnose diseases. During the creation and training of our system's dataset, it is 
ensured that all images were of the same size (K x K blocks) to extract various features. 
Multiple features such as leaf and cotton ball color, size, texture, presence of black or white 
spots, and more were employed for machine learning. These features were also utilized to 
extract background information, ensuring the accuracy of the proposed system's results. 
While our model does not convert images to grayscale, it is possible to convert certain 
color images to grayscale to extract specific features. Additionally, the grey level co-
occurrence matrix, a common method in pattern recognition for grayscale images, is 
calculated. These specific features enable the machine to perform segmentation, a critical 
process that divides images into different parts to obtain desired objects or results.  

4.6. Model Training 

The subsequent step involved training our model using the augmented dataset to 

improve its performance and predictive capabilities. For optimized model optimization, 

The Adam optimizer, known for its effectiveness in deep learning tasks, was employed. 

The Rectified Linear Unit (ReLU) was chosen as the activation function due to its 

widespread adoption and proven effectiveness in various applications. The criticality of 

meticulous model training in achieving accurate disease identification was recognized. 

Thus, the training process was approached diligently, incorporating both training and 

validation stages to ensure the model's precision and efficacy. Table 2 provides an 

overview of the distribution of images used for training, testing, and validation within our 

model.  
Understanding the usefulness of a dataset is crucial, and utilized the k-fold cross 

validation technique to assess its efficacy. The dataset is divided into k subsets, with k-1 
subsets allocated for training and the remaining subset for testing. This procedure evaluates 
dataset accuracy and other parameters to ensure model quality and guard against bias in 
image representation within the dataset.  

 

Table 2. Training, Testing and Validation Image. 

S. 

No. 
Disease Classes Training Validation Testing 

1 Apids 820 40 44 

2 Armyworm 840 42 37 

3 Bacterial Bligh 850 40 40 

4 Cotton Boll Rot 810 58 62 

5 Green Cotton Boll 810 45 44 

6 Healthy Leaf 827 40 40 

7 Powdery Mildew 810 48 48 

8 Target Spot 810 42 42 

 Total Images 6577 355 357 

4.7. Proposed Convolutional Neural Network Methodology 

In this proposed method, the process begins with the preprocessing and dataset 

preparation phase. The images are then fed into the convolutional neural network (CNN), 
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which acts as the network for training the model to recognize different cotton diseases and 

pests. The first convolutional layer acts as a filter, which is applied to an image to capture 

its unique features, locations, and strengths. After this work, batch normalization is applied 

between the two convolutional layers to enhance both the network’s speed and accuracy, 

as well as normalize the input layer. Just after this, the pooling layer starts working and it 

reduces the size of the filtered image. It is capable of using max, min, and average pooling 

and these three pools have their advantages and properties.  
To mitigate the risk of overfitting in the network, a dropout layer is incorporated. This 

layer randomly ignores neurons during the training process. A fully connected layer 
establishes connections between the neurons of one layer and those of the next layer, with 
each neuron assigned a distinct value that contributes to the final decision. In our model, 
this layer contains 256 neurons. Finally, the output layer processes the input based on the 
weighted values of the previous layer's neurons. See Fig.10.  

Fig. 10.    Proposed CNN internal block diagram. 

Now the next few sections cover the steps that our created model is performing. The 

entire process and the details of what the customized model is doing in the backend will 

be explained. 

4.7.1. Input image and formatting 

In the initial stage, the initial layer is presented with an image of dimensions 

WxHxD, where W represents width, H represents length, and D signifies the depth or the 

number of channels within the image. In this case, the image has 32 x 32 x 1 pixels. A 

pickling technique was used that converts a pixel-based image into a character-based 

stream. This technique makes it easy to save the data on the disk while retaining almost all 

the information of the data. With the help of this pickling technique, the pixel data or model 

can be trained on Google GPU. Google's TensorFlow Processing Unit (TPU) is specially 

designed to easily train large amounts of data, which is very difficult on a local machine. 

For this work, Jupyter Notebook was used. The images were transformed into X-

pickle and Y-pickle formats. X-pickle contains the image dataset as a byte stream, while 

Y-pickle holds the class labels. The model was trained using Google Colab, where X-pickle 

and Y-pickle were loaded and displayed in image format along with the corresponding 

class labels. 
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4.7.2. Convolutional Layer 

The initial layer in our model is the convolutional layer. It works by taking images 

as input. Here, the images are taken as MB by M input and the N-by-N filter is applied. 

The result of the convolutional layer will be (MxN+1) x (MxN+1). This layer divides the 

image into overlapping matrices through a Kernel; it is generating the filter map and 

extracts features from the image such as edges, corners, and endpoints.  

4.7.3. Normalization and Pooling Layer  

As mentioned earlier, batch normalization is used to speed up the processing speed 

of the network and for training accuracy, here it is also used for the same purpose. It is also 

used here to standardize the input to a layer for every mini-batch. 

A pooling layer has been used to reduce the dimensions of any image. There are 

various types of polling available such as Min, Average, and Max polling. In this research,  

max pooling is implemented, which entails choosing the highest value within each sub-

matrix and generating a matrix of maximum values. The output size from the pooling layer 

is given by following equation (1). 

(𝐌 − 𝐍 + 𝟏)/𝟐                                                               (1) 

4.7.4. Dropout Layer 
To address the issue of overfitting in proposed model, a dropout layer included. 

Dropout randomly ignores neurons during the training process, preventing the ConvNet 
from overfitting.  

4.7.5. Fully connected layer  

After multiple convolutional layers and pooling layers, a fully connected layer is 

introduced, that takes the data and features of all the previous layers as input and produces 

the desired output. The flattened matrix from this layer is also passed through the SoftMax 

classifier, which computes the probability of each class and selects the class with the 

maximum probability, representing a disease or pest in our case. Parameter-tuning 

techniques were extensively employed to optimize the performance of the model. Multiple 

iterations of fine-tuning were conducted, resulting in an impressive accuracy of 92%. 

Parameters such as augmentation, color, image contrast, dropout, and epoch were 

systematically adjusted to meet specific requirements and enhance overall results. The 

training process for the dataset took approximately 40 minutes, with a total of 154 layers 

in the base model.  

4.7.6. Diseases and Pest Predictions  

In the context of disease and pest predictions, our experimental approach involves 
leveraging the CNN network to achieve accurate predictions. The trained model has 
demonstrated remarkable proficiency in this task. By exploring different numbers of 
Epochs, substantial variations in the results has been observed. Furthermore, the 
introduction of previously unseen images into the model's training further enhanced its 
disease and pest prediction capabilities. Notably, our model achieved exceptional 
prediction rates of up to 99% in certain classes. The accuracy of both Training and 
Validation can be observed in the graphs presented in Fig.11. These graphs depict a high 
level of accuracy in the model training, reaching approximately 92% with minimal 
discrepancies or errors.  



 

83                                                          Automated System for Detecting, Identifying …             

The disease patterns predicted by our model are visually illustrated in Fig.12. The 
model's lower accuracy in certain classes can be attributed to insufficient images available 
for training. To address this limitation, a more comprehensive dataset specifically targeting 
these classes will be acquired during the upcoming cotton crop season. The confusion 
matrix of the proposed model is displayed in Fig.13. Out of 357 images, our proposed 
model correctly predicted 336. 

 
Fig. 11. Training and Validation Accuracy and Losses of Proposed Model. 

 

Fig. 12. Correctly predicted images of different diseases. 

 

A comprehensive response model is being developed for this intelligent system, which 

will include a complete and integrated response system triggered by the output of the 

model. This system will involve notifying the farmer of the disease presence at the field 

coordinates, prescribing the appropriate medicine to the inspector for timely application 

on the crop, and dispatching assistance to the affected plant in the field. A contingency 

plan is also incorporated in the proposal 

4.7.7. Performance Analysis of Tested Algorithms  

It is essential to note that our research is conducted within the context of our specific 

conditions, while other researchers have approached the problem based on their 

circumstances. Numerous pre-trained models are available for comparison with our 

proposed model. To evaluate their accuracy and results using the same dataset, VGG [58] 

and InceptionV3 [59, 60] have been chosen as two alternative models in the transfer 
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learning approach. In addition to these models, there are many pre-trained models available 

such as ResNet [61] and LeNet [62] etc.  

Fig.13. Heat map of Proposed Model. 

Using an equal number of images for testing, our customized proposed model achieved 

an impressive 92% accuracy in predicting the images. Fig.12 visually displays the correctly 

predicted images and their corresponding classes. Notably, our proposed model surpasses 

InceptionV3 and Compete with VGG16, as their accuracies and validities are very similar 

to our model's performance. 

Fig.14 illustrates the accuracy and validity graphs of InceptionV3, while Fig.15 

presents the accuracy and validity values of VGG16. Furthermore, Fig.18 provides a 

comparative analysis of the accuracies achieved by all evaluated models along with a 

summary of results in Table 3. With a training accuracy of approximately 93% and a 

validation accuracy of 93%, our proposed model demonstrates good performance 

compared to both InceptionV3 and VGG16, despite the relatively smaller size of our 

dataset. 

Fig. 14. Training and Validation accuracy and losses of InceptionV3 

 
Fig. 15. Training and Validation accuracy and losses of VGG16. 
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Fig. 16. Heat map of InceptionV3 Mode. 

It is worth mentioning that InceptionV3 and VGG16, while regarded as established 
models, fail to outperform our proposed model in terms of accuracy, thereby validating the 
effectiveness of our approach. In Fig. no. 16 and 17, the confusion matrix of both models 
InceptionV3 and VGG16 is presented.  

Fig. 17. Heat map of VGG-16 Model. 
 

After training and evaluating all the models, as shown in Table 3, it is apparent that 

the outcomes of one of the pre-trained models and our customized model are comparable. 

The accuracy of their results is nearly identical. This indicates that pre-fitted models do not 

necessarily produce the same results for all datasets. These models were created for a 

specific dataset and may produce similar results on the same dataset or another specific 

dataset. However, their usefulness may vary across different datasets. This is why people 

resort to using customized CNN models and achieve favorable outcomes by training their 

models with their specific data sets. Compared to the Inception model, our model 

demonstrates high accuracy and produces excellent results. 

A limitation of pre-trained models is that their default layers cannot be modified, 

resulting in limited control over their results. In contrast, significant control is available 

over certain parameters of customized models, they are still capable of producing 

satisfactory results on our data sets. Apart from the default layers, many other factors affect 

the training, accuracy, and results of any model.  

Fig. 18. Training and Validation accuracy graph of our proposed Model, InceptionV3 andVGG-

16. 
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Table 3. Result summary of different Models and their Accuracy. 

Model Architecture 
Number of 

Layers 

Parameter Size 

(approx.) 

Receptive Field 

Size 
Accuracy 

VGG-16 Deep (16 Layers) 16 138 Million 224x224 93% 

Proposed Model Very Deep (50 Layers) 50 25.6 Million 224x224 92% 

InceptionV3 Deep (48 Layers) 48 23.8 Million 299x299 88% 

Tuning of any model also plays a crucial role in obtaining good results. Some pre-
trained models are well-tuned, while others require a specific time for tuning. On the other 
hand, customized models offer more flexibility for tuning. For this reason, these 
customized models are capable of producing accurate results on certain data sets. 
Something similar happened in this case where our models started to produce good results 
at lower epochs on our dataset. However, running the pre-trained model for more epochs 
could have also yielded good results. The underlying structure of any model also plays a 
significant role in producing accurate results. Now, it depends on the type of dataset for 
which the model was primarily designed. Some models designed to recognize faces may 
not perform as well on vegetation datasets as they do on face datasets. These models may 
need further tuning or an increase in their epochs to achieve good results.  

K-fold cross validation technique employed to validate model results. To provide a 
proof of concept, A sample was taken to perform this cross validation. From the sample, 
select k=10 subsets and implement k fold cross validation with 9 training and 1 testing 
subset which is re order in each fold. It is observed that in k-fold cross-validation, the 
accuracy typically falls between 80 and 90 percent. Specifically, some cases reach 83 
percent, and others reaches 85 percent, and some even 87 percent. Given the small sample 
size used in this experiment, the level of accuracy is deemed acceptable. In the future, a 
comprehensive cross-validation across the entire dataset will be conducted.  

Firstly, proposed model demonstrates superior performance compared to a pre-trained 

model in both training and testing, showcasing a significant achievement in itself. Secondly, 

although the accuracy of suggested model increases with additional epochs, training was 

capped at 100 epochs to maintain consistency with other models for comparison. Thirdly, 

images were incorporated into the dataset based on disease severity levels see Figure 2, 

allowing for testing across three distinct stages. This unique aspect of our research enables 

easier identification of diseases in advanced stages, contrasting with the challenges posed 

by milder symptoms at earlier stages. Lastly, our model requires considerably less time for 

training and testing compared to others. While some researchers omit time data, our model 

consistently delivers superior results in less time. 
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Table 4. Comparing our proposed approach in contrast to other Machine Learning based cotton 

disease detection techniques. 

4.7.8. Pests / Disease Detection: Comparison with Similar Studies 

A comparison of recent research using CNNs on cotton diseases and pests is provided 
in Table 4. If researchers compare our research with the current researches, it is very 
different from the rest of the studies [47, 63-68]. In this study, datasets of cotton pests, 
foliar diseases, and cotton bolls are used. In contrast, they have only worked on leaf disease 

Author and 

Year 

Classes of 

Dataset 

No. of 

Images 
No of Diseases and Pests 

ML or DP 

Technique 

Computational 

Time 

Results  

Accuracy and 

Loss 

Memon, M.S. 

et al. [46] 
2021 

Own Dataset 

7 Classes 

2384 
(Approx. 340 

images in 

each Class) 

6 
1. Leaf Spot 

2. Target Spot 

3. Nutrient Deficiency 
4. Powdery Mildew 

5. Verticillium Wilt 

6. Leaf Curl 

CNN Average 

98 % Accuracy 

 
0.1 Loss 

Varun S. et 

al. [39] 
2021 

Own Dataset 

4 Classes 

Not 

Mentioned 

4 
1. Bacterial Blight 

2. Bronze Wilt 
3. Curly Lift 

4. Fouler Fungal Disease 

CNN Not Mentioned 

96% Accuracy 

 
0.24 Loss 

Sharvari V. 
Patil et al. 

[63] 

2022 

Own Dataset 

4 Classes 
 

1752 
(Approx. 440 

images in 

each Class) 

3  
1. Sucking and Chewing pest Disease 

2. Bacterial Blight 

3. Curl Virus 

CNN Average 

90% Accuracy 
 

0.2 Loss 

 

G. Harshitha 

et al. [64] 
2021 

Kaggle [1] 

Dataset for 
Cotton Diseases 

Not 

mentioned 

6 

1. Bacterial Blight 

2. Alternaria Leaf Spot 

3. Gray Mildew 
4. Magnesium Deficiency 

5. Cercospora 

6. Fusarium Wilt 

 

 

 
CNN  

(ResNet, LSTM) 

Not Mentioned 

97.13 % 
Accuracy 

 

Not mentioned. 

Rajasekar V. 

et al. [65] 
2021 

CIFAR-10 

Dataset 

(Generalized 

Dataset) 

60000 Images  

(Different 

types of 

Images not 

limited to 
Cotton) 

Not mentioned 

Cotton Plant Diseases 

(They did not mentioned disease 

name) 

CNN  

(ResNet-50) 
Not mentioned 

Training 

accuracy 95% 

Validation 

Accuracy 98% 

Training Loss 

0.33 
Validation Loss 

0.5 

Latif, M. R et 
al. [66] 

2021 

 

Own Dataset 

3 Classes 

Original 
Images are 95 

(After 

augmentation 
1000 images 

for each class 

were used) 

3 

1. Mildew 

2. Leaf spot 

3. Soreshine 

ResNet101 

(Cubic SVM used 
for Validation) 

Best 

98 % Accuracy 

Loss – Not 
mentioned 

Azath M. et 

al. [45] 

2021 

Own Dataset  
4 Classes 

2400  

(600 for each 

Class) 

4 

1. Bacterial Blight 

2. Leaf miner 

3. Spider mite 
4. Healthy 

CNN Average 

96.4% Accuracy 

Training Loss 0.2  
Validation Loss 

0.3 

Gülmez, 

B.[67]  
2023 

Own Dataset 

4 Classes 

2057 total 

images 
with different 

no. of images 

in each Class 
 

Not mentioned 

Cotton Plant Diseases 

(They did not mentioned disease 

name) 

 

CNN  

Grey Wolf 
Optimization 

Average 

96 to 100% 

Accuracy 
 

without Training 

Loss 
 

Proposed 

Perception-

based 

Decision 

Making 

System 

Methodology 

Kaggle Dataset 

+ Own Dataset 

(Two Classes) 

2508 

Original 

Images, 350 

for each 

Class. 

 

(7289 

Augmented 

Images) 

8 

1. Aphids 

2. Armyworm 

3. Bacterial Blight 

4. Powdery Mildew 

5. Target Spot 

6. Cotton Boll Rot 

7. Green Cotton Boll 

8. Healthy Leaf 

CNN 

InceptionV3 

VGG-16 

 

Best 

93% Accuracy 

Training Loss 

0.1  

Validation Loss 

0.2 
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datasets. Some results are better than our results, the accuracy of their work is up to 97%, 
while the accuracy of our work is coming to 93%. This may be because cotton leaf diseases 
are comparatively easier to identify through their images as the leaf disease is very 
noticeable and observable. On the other hand, the identification of diseases of cotton balls 
and cotton pests is much more difficult than the identification of leaf diseases. Their 
training losses were also low, while our models made more losses during training. 
Computational time is also very important and our proposed work time is better than others. 

It is also mentioned in our gap analysis above that existing models do not necessarily 
give the same results on every dataset as they did on the dataset for which they were 
created. Proposed model has identified pests, foliar diseases, and diseases of cotton bolls 
using the same dataset while their dataset consisted of only leaf images. This is also a 
reason why our training losses are high and the accuracy of the results is somewhat less 
compared to them.  

Table 5. Performance of non-Deep Learning Approaches based cotton disease detection 

techniques. 

Researcher / Year 
Disease or 

Pest 
Proposed System Technology 

Results 

Available 

[40]  

L, F 2017 

Multiple Pests 

and Diseases 

Ontology-based 

Prediction Model 

Ontology, Semantic Web, 

Expert System 
NA 

[27] 

L, 2011 
Multiple 

Web-Based Intelligent 

Diagnostic System 
Web Technologies 

 

89.5 % 

[28] 

F, 2021 

White Flies 

(Bemisia 

tabaci) 

Insect Pest Prediction 

System (IPPS) 

Radial Basis Function Network 

(RBFN) 
82.88% 

 [30] 

L, F 2020 

Multiple 

Disease 

Cotton Disease Detection 

System (CDDS) 
Case-Based Reasoning (CBR) Above 90% 

[43] 

L, 2016 
Grey Mildew 

Detection System with 

Algorithm 
Image Processing Technique 82% 

[68] 

L, 2018 

Multiple 

Disease 

Temperature, Soil 

moisture-based Android 

Application for Disease 

Detection. 

Decision Tree Classifier-based 

Predictions. 
NA 

[45] 

L , 2014 

Bacterial 

Blight, 

Alternaria 

Graph Cut-based 

Approach System for 

Selected Cotton 

Diseases. 

Gaussian Filter Image 

Processing. 
NA. 

Accuracy is also influenced by the image quality. Our dataset's image quality may not 
match that of other researchers' studies. However, our dataset had more images and 
increased their number by using the augmentation technique. Training also plays a very 
important role in machine learning algorithms. Maybe there is some deficiency during 
training that the accuracy of our results is less than the accuracy of other researchers. It is 
aimed to remove all these shortcomings in our next step and further refine this model with 
better images, training, and better accuracy.  

While this work primarily emphasizes technical aspects, it's crucial to consider its 
commercial implications. If farmers embrace our system, they stand to benefit 
significantly: both crop quantity and quality are likely to improve, leading to increased 
income. Furthermore, by adopting this system, farmers can reduce expenditure on 
medications, thereby enhancing their profitability.  

The field of cotton disease identification has indeed seen relatively limited research, 
with a predominant focus on deep-learning technologies. However, our study seeks to 
broaden this perspective by comparing various technologies, not solely confined to deep 
learning. Through Table 5, the performance of conventional non deep learning methods in 
identifying cotton disease has been presented. The comparison of these methods with our 
proposed results in table 4 reveals that our approach yields better output. This analysis 
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underscores the effectiveness and novelty of our model within the context of cotton disease 
identification. 

4.8 Automated Response Mechanism 

As outlined in the methodology, this system integrate with image analysis tools and 

spraying drones to deliver targeted treatments (e.g., pesticides, fungicides) based on the 

detected severity level and specific location. Additionally, proposed a recommendation 

engine that suggests specific treatments or preventive measures depending on the disease 

type, severity, and presence of pests. If the system detects a high severity level, it can 

recommend a farmer's visit or the removal of infected plants to prevent further spread. 

Using incoming signals from field sensors, A case or rule-based algorithm [54] has been 

designed for automated spraying and additional recommendations. 

5. Summary and Future Directions  

This research focuses on the development of a perception-based prediction model for 
the identification of diseases affecting cotton plants and their fruits (Cotton Bolls) and 
automated Pests/ Diseases prevention system. The research incorporates deep learning, 
neural network and IoT technologies to achieve accurate disease detection. Initially, a 
dataset was obtained from a website, but since it only consisted of six classes, we expanded 
it by adding two additional classes to enable the prediction of a wider range of diseases in 
this project.  

Its high accuracy, versatility, and thorough training characterize our model. Despite 
being trained on a relatively small dataset, our model outperforms one of the existing pre-
trained models, delivering remarkably accurate predictions and yielding favorable results. 
This is particularly significant considering the challenging environmental conditions and 
limited data availability. Local farmers will greatly benefit from the convenience provided 
by our model. Efforts have been made during this work to predict the degree of various 
diseases, enabling farmers to apply medicines based on these predictions. Additionally, 

Rule Based Algorithm [54] 

1. Initialize serial communication with sensor in the field. 
2. Set sensor (S) to Cluster (C) and Control station (B). 
3. Initially, Drone (D) in hanger (H). 
4. Packets (P) are messages between Sensors and Base, Base and Drone. 
5. Hanger (H) is the Drone Station. 
6. Farmers (F) or Human (H) assists in monitoring. 
7. Camera Drone (D-Cam) starts beacons.  
8. While loop starts  

If B receive P from S (n) at time T1: 
 Send D to S = =C at time T2 to spray pesticide 

For each sensor from i=n to s(max)-n: 
If B receives P from S(i) = =C(i): 

Send D to S(i) = = C(i) to spray pesticides 
Else if B doesn’t get P from S (n) (False Alarm): 
Move D to hanger 

 Else if B receives P from S(2), S(3), S(1), or S(n) (Multiple insects): 
 Send message (M) to D via GSM. 
  Send D to S(2), S(3), S(1), or S(n) to spray pesticides.  
 Else if B receives continuous P from multiple S(n) manually. 
  If B receive continuous P from S(n) 
 Send message (M) to Farmer (F) to visit the Field. 
  Perform manual monitoring through the human (H) assistant 

9. End while loop.  
10. Deactivate serial and wireless communication with sensor.  
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automated pesticide spraying via drones can be employed, and affected plants can be 
isolated from the rest to prevent significant crop damage. 

Nevertheless, this study also presents some limitations. One suggestion for future 
development is the creation of a real-time Android application that enables farmers to 
receive expert advice while monitoring their fields, thereby mitigating potential losses. 
However, the unavailability of datasets for other crops at the local level poses a challenge. 
It is worth noting a limitation of our work: our focus has been exclusively on the detection, 
identification, and prevention of pests and diseases in cotton crops. The work constrained 
by the specificity of the dataset, which is compiled from limited sources. Enhancing the 
quality of our data collection process could significantly improve the overall quality of our 
work. Utilizing high-quality cameras for image capture and advanced machinery for data 
processing would not only enhance picture resolution but also increase the accuracy of 
disease prediction.  

Our future goal is to generalize this model to encompass various crops, making it 
widely accessible. Additionally, the goal is to enhance the model's performance on low-
quality photos by expanding and refining the dataset. An effort will be made to create 
distinct datasets concerning disease levels so that the model can also tell at what level any 
disease is present, allowing the crop or plant to be managed at that specific level. The 
extent to which the disease is present will be accurately assessed using IoT-enabled 
sensors, which provide real-time data and updates on crop health. 

 
In addition to these efforts, our future direction aims to go beyond disease 

identification by developing more sophisticated and comprehensive prevention strategies. 
These strategies will be activated based on our model's predictions, providing a complete 
action plan for effective disease management. This perception-based system will involve 
dispatching drones equipped with IoT technology to apply medicine in the affected area of 
the field or uprooting and discarding the infected plants, along with other preventive 
measures to prevent disease recurrence. The drones will use real-time data from IoT 
sensors to precisely target the affected areas, ensuring efficient and effective disease 
management. For future projects, the method will continue to be used the method of 
deploying sensors and cameras in the field for easy and efficient data collection. 
Additionally, the images can be analyzed in real time in a nearby control room, where the 
IoT-based cameras will transmit the images.  

By addressing these limitations and further improving the model, a powerful tool is 
envisioned to empower farmers across different crops and enables precise disease 
identification, ultimately enhancing agricultural practices and minimizing crop losses. 
Finally, comprehensive cross validation will be performed in our future research work 
which will enable everyone to evaluate its statistical significant.  
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